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Abstract 
Introduction. The new generation of information technology changes the ways of 
information seeking. Conversational agents start to be applied in public to support 
information seeking and decision making and provide a variety of services to users 
such as healthcare education and consultation. The information quality of 
conversational agents for healthcare determines the quality of these services, while 
identifying critical dimensions used to assess the agents’ information quality that 
helps better strategise priorities for ensuring information quality has received 
limited attention in the literature. 

Method. This study conducted a questionnaire survey to investigate the critical 
dimensions of information quality of healthcare conversational agents. After 
excluding two responses from participants who declined to fill in the questionnaire, 
this study retained 231 responses for data analysis, out of the total 233 participants 
who initially responded to the survey. 

Analysis. The research describes the demographic information of the participants, 
the behavioural characteristics of using healthcare conversational agents, and the 
critical dimensions of information quality of the agents perceived by the 
participants in the survey, employing descriptive statistics. Furthermore, ANOVA 
was employed to compare the variances in the perceived importance of information 
quality dimensions between participants who had used a healthcare conversational 
agent and those who had not.  

Results. Understandability and trustworthiness were the two top concerns for the 
information quality of the agents from the participants’ perspective in this study.  
Conclusions. Results of the study show that the experience of using or not using the 
agents affected the participants’ perceived importance of the agent’ information 
quality dimensions. 
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Introduction 
Based on artificial intelligence and natural 
language processing, conversational agents 
understand the questions from users and 
automatically respond to the users’ request 
(Jadhav and Thorat, 2020). These capabilities of 
the agents reduce the users’ time in 
information seeking and are applied in practice 
(e.g., libraries, healthcare settings and Internet) 
to provide information services such as 
healthcare education and consultation and 
improve the effectiveness and cost-efficiency 
of these services (Laranjo et al., 2018). However, 
the quality of these services heavily relies on 
the information quality of the agents. It was 
reported that poor-quality information of a 
conversational agent given to the patients 
worsened their mental health (Haque and 
Rubya, 2023). The importance of the agents’ 
information quality for healthcare therefore 
has driven much attention to investigate this 
research problem.   

Information quality is defined as fitness for use 
and has been divided into multiple dimensions 
to describe it, e.g., completeness and accuracy 
(Lee et al., 2002; Setia et al., 2013). While 
previous studies have looked at information 
quality issues of conversational agents for 
healthcare (Abd-Alrazaq et al., 2020; Tudor Car 
et al., 2020), none of them identified the critical 
dimensions used to assess the agents’ 
information quality that are the foundations 
before attempting to improve the agents’ 
information quality (Liu et al., 2021). An 
investigation of the critical dimensions of the 
agents’ information quality contributes to 
revealing their priorities and better making 
decisions on resources’ allocation (e.g., time 
and money) to address information quality 
issues, which has received limited attention in 
the literature. Therefore, this study aims at 
identifying the critical dimensions of assessing 
conversational agents’ information quality for 
healthcare. Furthermore, we tend to look at 
these dimensions from the users’ perspective 
(i.e., both users who have used a healthcare 
conversational agent and potential users who 
have not) in this study since their perceived 
quality of the information given by the agents 
determines whether to adopt and use the 

agents and provided services. Considering the 
users’ requirements about information quality 
when developing and improving a healthcare 
conversational agent will help deliver better 
information products and services to ensure 
effective healthcare-related outcomes and 
facilitate the agent’s acceptance and use. 
Accordingly, we propose a research question to 
guide the present study: 

Research Question: What are the critical 
dimensions used to assess the information 
quality of conversational agents for 
healthcare from the users’ perspective? 

By using the information quality dimensions of 
conversational agents for healthcare identified 
in a systematic review, this study conducted a 
survey in China to investigate the relevant 
importance of these dimensions from both 
users and potential users. The results show that 
understandability and trustworthiness were 
the two top dimensions used to assess the 
agents’ information quality from the 
participants’ perspective in this study. This 
study thus includes two main contributions. 
Firstly, from a theoretical perspective, we add 
the findings on the user behavioural 
characteristics of using the agents and the 
critical information quality dimensions of the 
agents into the literature and propose potential 
areas for future research. Secondly, from a 
practical perspective, the results of this study 
on the user behavioural characteristics of the 
agents will be of interest to both information 
providers and healthcare professionals to gain 
insights into users’ preferences for using the 
agents. This understanding helps promote 
innovation in healthcare services by 
introducing conversational agents (1) to guide 
users’ behaviours to realise self-care and (2) to 
attract more users. On the other hand, our 
results of the relevant importance of the 
agents’ information quality dimensions 
perceived by the participants, will be beneficial 
to sponsors and developers of the agents in 
strategising priorities to address information 
quality issues. By doing so, the agents 
developed will better meet users’ requirements 
and provide high-quality services. 

The rest of the paper is organised as follows: 
next, we review the studies related to 
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information quality and healthcare 
conversational agents; we then describe 
information quality dimensions of healthcare 
conversational agents identified from a 
systematic review; thereafter, we present the 
research methods used in the study and the 
results of data analysis; at last, we discuss the 
research findings and the implications for both 
academics and practice as well as the 
limitations of the study and future work before 
we conclude the article. 

Literature review 
Information quality 
Information quality is a multidimensional 
concept and, although prior studies have 
investigated general information quality 
dimensions in the information systems context 
(Lee et al., 2002; Setia et al., 2013) and the 
dimensions used to assess the information 
quality of healthcare websites (Sun et al., 2019), 
limited attention has been paid to investigating 
the critical information quality dimensions for 
healthcare conversational agents. Since the 
previously identified information quality 
dimensions might not be all applicable in the 
context of healthcare conversational agents 
and the agents might have other information 
quality dimensions that are not included in the 
prior studies (Lee et al., 2002; Setia et al., 2013; 
Sun et al., 2019), we will explore the critical 
information quality dimensions of the agents in 
the present study, contributing to better 
development and improvement of the agents 
for their usage and providing quality-assured 
services to users. 

Conversational agents 
By enabling efficient access and 
personalisation, conversational agents that 
mimic human conversations through various 
communication channels like speech, text, 
facial expressions, and gestures, are 
increasingly deployed into service encounters, 
such as education, banking, entertainment, and 
healthcare (Ling et al., 2021; Mariani et al., 
2023). Conversational agents can be 
categorised into three groups: chatbots 
without physical presence (e.g., language-
teaching chatbots), virtually embodied avatars 
(e.g., avatars for product recommendations), 

and physically embodied robots (e.g., robots 
providing healthcare assistance to the elderly) 
(Van Pinxteren et al., 2020). Although 
conversational agents have made significant 
technological advancements and have the 
potential to enhance social presence in 
automated service encounters, people remain 
doubtful about the information provided by 
these agents in practice, especially in 
healthcare where a decision can even make a 
difference between life and death (Ashish and 
Saini, 2020). This lack of trust could be due to 
that poor quality of the information provided 
by conversational agents. This study thus 
investigates the critical information quality 
dimensions of healthcare conversational 
agents to reveal core areas for enhancing their 
information quality. 

Healthcare conversational agents 
Recently, researchers focused on improving 
technical performances and users’ experiences 
of healthcare conversational agents (Bérubé et 
al., 2021; Damij and Bhattacharya, 2022). A few 
research efforts have paid to the agents’ 
information quality issues (Abd-Alrazaq et al., 
2020; Tudor Car et al., 2020) that can affect the 
agents’ technical performances and users’ 
experiences, while an empirical investigation 
on the critical information quality dimensions 
of the agents from the users’ perspective is still 
lacking in the existing literature. Such a study 
will benefit academics and practitioners to 
realise relevant importance of the agents’ 
information quality dimensions and better 
strategise priorities to address information 
quality issues in the process of development 
and improvement of the agents. 

Dimensions of information 
quality for healthcare 
conversational agents 
By conducting a systematic review (Liu et al., 
2023), we identified seventeen dimensions 
from the included forty-five empirical studies 
to investigate the information quality of 
conversational agents for healthcare. We 
labelled the included forty-five studies in the 
systematic review (see Appendix 1) by letter S 
followed by a number to highlight the 
references identified in the systematic review. 
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The information quality dimensions identified 
in the systematic review are shown in Table 1 
(in the order of highest to lowest frequency 
based on their used times identified in the 
systematic review). These information quality 
dimensions that have been explicitly 
mentioned in the included studies in the 
systematic review thus serve for this study to 
investigate their importance and identify the 
critical dimensions from the users’ perspective.  

With the list of included studies, we formulated 
a data extraction form using a spreadsheet. We 
then proceeded to analyse and code the 
responses from the text of each selected study, 
relevant to describing the agents’ information 
quality dimensions and their issues, employing 
the content analysis technique (Khan and 
Qayyum, 2019). Firstly, we identified specific 
sentences and paragraphs from the included 
studies in the systematic review that described 
the dimensions and their issues. Secondly, we 
examined the extracted text multiple times to 
comprehensively understand its content and 
extracted semantic units. Thirdly, we 

abstracted these semantic units and assigned 
preliminary codes. Fourthly, we consolidated 
and categorised codes based on their 
commonalities and distinctions. Lastly, we 
developed themes based on the underlying 
meanings in the content for each category. 
Considering this, we synthesised all the 
extracted data under information quality 
dimensions, and these findings on the 
dimensions and their issues are described after 
Table 1. To establish the definitions of 
information quality dimensions from the 
included studies in the systematic review, we 
further underwent a two-step process. Firstly, 
within each dimension, we analysed the 
extracted sentences describing the dimension 
form the articles and synthesised the 
information to establish a clear definition for it, 
capturing the essential keywords used in the 
extracted sentences. Secondly, we reviewed 
and refined the definitions to ensure their 
alignment with the meaning conveyed in the 
source material. See Table 1. 
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No. Information 
quality dimension  

Definition  Support literature 

1 Accuracy The information is free of error.  [S1, S7, S8, S13, S22, 
S24, S25, S26, S27, S28, 
S30, S31, S44, S45] 

2 Appropriateness The information is applicable to a given task. [S3, S8, S9, S14, S16, 
S21, S22, S24, S29, S30, 
S32, S36, S39, S41] 

3 Empathy  The information is able to address users’ emotional desire. [S1, S6, S10, S15, S24, 
S33, S39, S41] 

4 Timeliness   The information is up to date. [S16, S23, S29, S30, S31, 
S35, S40, S44] 

5 Completeness  The information is presented completely.  [S1, S7, S32, S39, S41, 
S44, S45] 

6 Consistency The information is presented consistently. [S17, S27, S29, S36, S39, 
S41] 

7 Helpfulness The information is helpful to a given task. [S3, S31, S32, S34, S42, 
S43] 

8 Clarity  The information is presented clearly.  [S7, S9, S17, S36] 

9 Trustworthiness The information is worthy to believe. [S1, S7, S37, S45] 

10 Relevance The information is relevant to a given task.  [S7, S24, S27, S45] 

11 Repetitiveness The information is repetitive.  [S17, S23, S33, S38] 

12 Accessibility The information is easily accessible when needed. [S21, S35, S38, S40] 

13 Conciseness The information is presented concisely. [S11, S21, S30, S36] 

14 Realisability The information is presented in accordance with reality.  [S16, S21, S32, S36] 

15 Understandability The information is easy to understand.  [S3, S32, S35, S38] 

16 Likability  The information is delightful. [S3, S29, S37] 

17 Amount of 
information 

The number of information items displayed are needed to 
manipulate by users. 

[S5, S11] 

Table 1. Information quality dimensions of healthcare conversational agents and their definitions 

Accuracy is free of error in (a) information 
detection from user inputs (Goh et al., 2021; 
Yang et al., 2021), (b) grammar/wording used 
for responses (Rose-Davis et al., 2019), (c) 
answering users’ query (Boczar et al., 2020; 
Nadarzynski et al., 2019), and (d) diagnostic 
results generated from interaction with users 
(Mujeeb et al., 2017). Failure to recognise or 
transcribe users’ inputs can result in the 
delivery of inaccurate information to users 
(Goh et al., 2021). Additionally, inaccuracy may 
also occur when the agent presents 

information in awkward wording or with poor 
grammar (Wang et al., 2021).  

Appropriateness addresses the information 
recognised by an agent in the conversations 
with users that matches users’ requests (Boczar 
et al., 2020; Comendador et al., 2015; Denecke 
et al., 2018). Additionally, this dimension 
involves providing contextually relevant 
responses (Gaffney et al., 2020; Thompson et 
al., 2019) and using appropriate language 
(Beilharz et al., 2021). The information quality 
challenges related to this dimension include 
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instances of misunderstanding user inputs 
(Boczar et al., 2020), offering inappropriate 
responses, and being unable to respond 
altogether (Kocaballi et al., 2020). 

Empathy highlights the importance of an 
agent’s response information that 
acknowledges users' emotions (Palanica et al., 
2019) and addresses their mental health 
concerns (Nadarzynski et al., 2019) while using 
respectful language for sensitive issues 
(Nadarzynski et al., 2019; Barnett et al., 2021; 
Kocaballi et al., 2020). The issues related to 
empathy encompass a lack of empathetic 
responses (Nadarzynski et al., 2019) and 
indicate instances where the agent fails to 
comprehend or convey human emotions 
(Barnett et al., 2021; Kocaballi et al., 2020; 
Nadarzynski et al., 2019). 

Timeliness emphasises the significance of an 
agent’s responses that are generated promptly 
(Goldenthal et al., 2019), delivered within the 
desired time interval (Griol and Callejas, 2016), 
and kept up to date (Huang and Chueh, 2021). 
The issues pertaining to this dimension arise 
when an agent fails to provide timely responses 
and presents outdated information, leading to 
incorrect responses being sent to users 
(Elmasri and Maeder, 2016). 

Completeness addresses whether the 
information provided by an agent includes all 
necessary messages (Goh et al., 2021; Kocaballi 
et al., 2020) and offers in-depth details 
(Thompson et al., 2019). This dimension also 
deals with the sufficiency of information to 
meet users' needs (Huang and Chueh, 2021; 
Nadarzynski et al., 2019). Issues related to 
completeness may arise due to inadequate or 
incomplete responses (Nadarzynski et al., 2019) 
or the display of missing words (Goh et al., 
2021). 

Consistency refers to the information provided 
by an agent that is free of contradictions (Balsa 
et al., 2020) and presented consistently in a 
specific context with consistent wording 
(Comendador et al., 2015). The issues related to 
consistency include incongruences in 
backward and forward conversations (Balsa et 
al., 2020), information overload and confusion 
(Kocaballi et al., 2020), and the annoyance 

caused by inconsistent terms used in responses 
(Danda et al., 2016). 

Helpfulness refers to that an agent can guide 
users in its usage (Denecke et al., 2018) and 
provide information that addresses users' 
queries (Thompson et al., 2019) and specific 
healthcare issues (Abdullah et al., 2018). The 
issues related to this dimension involve the 
provision of excessive or unnecessary 
information (Denecke et al., 2018) and the 
presence of unhelpful information for users 
(Thompson et al., 2019). 

Clarity comprises two aspects: (1) the interface 
components of an agent that are clearly 
worded, and (2) the artificial intelligence-
generated responses of the agents that are 
presented clearly, along with additional 
explanations (Balsa et al., 2020; Gaffney et al., 
2020). Information is deemed unclear when 
awkward wording is used, leading to user 
confusion (Gaffney et al., 2020). 

Trustworthiness looks at the reliability, 
believability, lack of bias, and support with 
references in artificial intelligence-generated 
responses, presented with authority and 
without advertisements (Goh et al., 2021; Kang 
and Wei, 2018). Issues related to 
trustworthiness involve information that is 
inaccurate, unbelievable, and unfair (Kang and 
Wei, 2018), as well as information presented 
with bias (Goh et al., 2021). 

Relevance focuses on the artificial intelligence-
generated responses of an agent that are in 
relation to users’ inputs, a specific scenario and 
users’ tasks (Goh et al., 2021; Rose-Davis et al., 
2019). Thus, irrelevant responses are 
undoubtedly the issue under this dimension 
(Rose-Davis et al., 2019). 

Repetitiveness pertains to the information 
provided by an agent being repetitive. For 
instance, an agent repeatedly asks a user the 
same question daily to monitor their health 
status (Ly et al., 2017). It also involves the agent 
giving the exact same answer to the same 
question, regardless of when or who asks (Ly et 
al., 2017). Additionally, repetitiveness is linked 
to the issue of an agent mechanically providing 
questions or responses within a set time, 
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causing users to feel like they are experiencing 
repetition (Fitzpatrick et al., 2017). 

Accessibility relates to the ease of accessing 
required information. This dimension concerns 
both the ease of accessing health-related 
information when users need it (Beilharz et al., 
2021; Griol and Callejas, 2016) and the presence 
of additional references that support the 
provided information, accessible through extra 
links (Beilharz et al., 2021). It also addresses the 
accessibility of information about how to use 
an agent (Griol and Callejas, 2016). Information 
quality issues within this dimension arise when 
users cannot access or face difficulties in 
accessing the information (Beilharz et al., 2021; 
Griol and Callejas, 2016). 

Conciseness pertains to the information 
provided by an agent, presented in a simplified 
and compact form (Beilharz et al., 2021), using 
simple language (Elmasri and Maeder, 2016). 
Additionally, when users desire more details on 
concise content, it allows them to explore 
further (Beilharz et al., 2021; Elmasri and 
Maeder, 2016). The presence of big chunks of 
text would reduce conciseness, leading to 
overwhelming information for users (Beilharz 
et al., 2021). 

Realisability means that the artificial 
intelligence-generated responses of an agent 
simulate human typing delays, language, and 
understanding level of a realistic counsellor 
displayed in conversations (van Heerden et al., 
2017). It also involves providing factual advice to 
users instead of using softened information 
(Thompson et al., 2019). The realisability issues 
pertain to responses that appear unrealistically 
fast and the use of overly formal language. This 
potentially makes users feel like they are not 
talking to real people (van Heerden et al., 2017). 

Understandability involves three aspects: (a) 
using language that is easily understandable; (b) 
providing artificial intelligence-generated 
responses that are easy to grasp; and (c) 
ensuring the meaning of the information is 
easily comprehensible (Thompson et al., 2019). 
The issues under this dimension are related to 
information provided by an agent that leads to 
user misunderstandings. Meanwhile, users 
have expressed complaints that the agent 

offers surface-level information, failing to meet 
their needs (Ly et al., 2017). 

Likability pertains to the artificial intelligence-
generated responses that exhibit fun, 
friendliness, and kindness (Comendador et al., 
2015; Kang and Wei, 2018). Consequently, users 
may express their liking and pleasure in 
response to such interactions (Kang and Wei, 
2018). The issues within the likability dimension 
involve instances where an agent provides 
unfriendly and unkind responses, resulting in 
responses that are likely to be disliked and 
unpleasant for users (Kang and Wei, 2018). 

Amount of information relates to the number of 
information items provided by an agent that 
participants need to manipulate in working 
memory (Chen et al., 2020). The study reported 
that the number of information items requiring 
manipulation impacts working memory and 
cognitive loads (Chen et al., 2020). On one side, 
when the amount of given information exceeds 
the limits of working memory and cognitive 
loads, it becomes too much information for 
users to process (Chen et al., 2020). As a result, 
users might find that the information does not 
match their requests. On the other side, if there 
is too little information provided, users might 
consider it insufficient to meet their needs 
(Chen et al., 2020). 

Research methods 
Given that surveys help acquire characteristics, 
opinions and prior experiences of one or more 
groups of people by asking questions and 
tabulating their answers to provide the 
information about the topic of interest (Leedy 
and Ormrod, 2019), this study therefore used 
survey research design to collect the data and 
identify the critical dimensions of assessing 
healthcare conversational agents’ information 
quality, from the users’ perspective. In this 
study, we employed an online questionnaire to 
collect the data from subjects as it saves travel 
expenses and lengthy long distance telephone 
calls if subjects are not situated in the local area 
(Leedy and Ormrod, 2019). We developed a 
survey instrument that includes two parts. The 
first part contains the questions about the 
personal basic information (e.g., gender, age, 
educational background, and occupation) and 
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the participants’ behavioural characteristics of 
using healthcare conversational agents. The 
second part asks the subjects about their 
opinions on the importance of dimensions used 
to assess the agents’ information quality, based 
on a five-point Likert scale ranging from 1 
(Strongly disagree) to 5 (Strongly agree). These 
dimensions were identified and gathered by the 
systematic review. The survey questionnaire 
was revised through several iterations 
according to the comments from scholars with 
expertise in survey design, healthcare 
conversational agents and information quality 
management and a pre-test by a set of the 
agents’ users. These revision iterations 
contributed to the content validation of the 
survey instrument. This also showed that the 
participants in the pre-test of the survey 
questionnaire were able to comprehend and 
answer the questions and provide their 
feedback for questionnaire improvement. 
Accordingly, our potential participants would 
have a better chance to understand and 
complete the questionnaire. 

Appendix 2 includes a link to the original 
Chinese version of the questionnaire 
distributed to the participants. To facilitate 
better communication of the current study 
through the international outlet, we have also 
translated these survey questions into English 
(see Appendix 2). A professional survey 
company was recruited in this study to 
distribute the survey questionnaire (see 
Appendix 2) and collect the data in China 
between October and November 2022 (we 
selected China as the research site since this 
research is supported and funded to investigate 
the information quality of healthcare 
conversational agents in the Chinese context). 
This survey company can reach nearly 300 
million users each month as over 10 million 
people fill out surveys on the online survey 
platform 问卷星 (Wènjuàn xīng = Sojump) daily 
and conduct a precise survey targeting based 
on users’ interest tags and specific groups such 
as physicians or elderly people. The company 
commonly sends the survey links to its 
registered users and users of its cooperative 
partners through online survey platform, email, 
text messages, and social media. Respondents 

can fill out the questionnaire on their own 
computer or mobile device. In this study, we 
did not restrict the surveyed subjects based on 
users’ interest tags or specific groups. Hence, 
the company assisted us in targeting a diverse 
range of participants, including both users who 
might have used a healthcare conversational 
agent and those who have not. To incentivise 
subjects to answer the survey questions, 
participants were informed that they can enter 
a lucky draw to receive a 10 RMB WeChat red 
envelope, a discount coupon, or a gift card after 
completing the questionnaire. Participation in 
our survey was voluntary and participants were 
notified that they can change their mind at any 
time and stop completing the survey without 
consequences and the data gathered from the 
survey to be published in a form would not 
identify themselves. Since the survey company 
can approach a million users each month, it 
would have a better chance to widely recruit 
the subjects who are most likely to fill out our 
questionnaire. Determining the minimum 
sample size is always necessary before 
conducting a survey to avoid significant costs 
(Lakens, 2022). In this study, we prepared to 
accept a sampling error level of 10% in the 
online survey and a sample size of around 100 
completed questionnaires was acceptable (Hill 
1998; Weisberg et al., 1989). According to the 
funding and time limitations on data collection 
for this research project, the company needed 
two months to complete the data collection, 
targeting the minimum required sample size of 
this study. After the data collection process was 
completed, a total of 233 subjects returned the 
survey questionnaire. 

Data analysis and results 
Demographic Information 
By reviewing the answers from the 
participants, two questionnaires that the 
participants declined to fill in were removed. As 
a result, 231 questionnaires remained for data 
analysis (using SPSS) in this study. Table 2 
presents the demographic information of the 
participants in the survey.  

As shown in Table 2, in this study, 81 (35.1% of 
the participants) were male and 150 (64.9% of 
the participants) were female. Looking at the 
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age of the participants, most of them are young 
and middle-aged. 122 (52.8% of the 
participants) aged 18 to less than 30 years old, 
and 80 (34.6% of the participants) aged 30 to 
less than 40 years old. For their education 
background, 160 (69.3% of the participants) 
received a bachelor’s degree, showing a higher 

education level of the study sample. In terms of 
their occupations, out of the participants, 119 
(51.5% of the participants) were company 
employees, followed by 50 students (21.7% of 
the participants). Only one participant was 
identified as a farmer in the study.

 

Category No. Percentage 
Sex                                

Male 81 35.1% 
Female 150 64.9% 

Age   
18 years old =< Y < 30 years old 122 52.8% 
30 years old =< Y < 40 years old 80 34.6% 
40 years old =< Y < 50 years old 21 9.1% 
Y>= 50 years old 8 3.5% 

Education background   
Junior college or below 48 20.7% 
Bachelor’s degree 160 69.3% 
Master’s degree 21 9.1% 
Doctor’s degree 2 0.9% 

Occupation   
Students 50 21.7% 
Public servants 16 6.9% 
Company employees 119 51.5% 
Professionals (e.g., physicians and lawyers) 16 7.0% 
Freelancers 19 8.2% 
Retirees 3 1.3% 
Unemployed individuals  7 3.0% 
Others (i.e., farmer) 1 0.4% 

Total  231  
Table 2. Demographic information of the participants in this study 

Behavioural characteristics of using 
healthcare conversational agents 
Among the participants, ninety-six (41.6% of 
the participants) reported that they had used a 
healthcare conversational agent, however, 135 
(58.4% of the participants) had not (they can be 
potential users of the agents). For those 
participants who had used a healthcare 
conversational agent (n = 96), thirty-three 
(34.4% of the users) had used it less than six 
months and fourteen (14.6% of the users) had 
used it more than two years (see Figure 1), 
demonstrating that a healthcare conversational 
agent just started to be used in practice. As to 
these users, thirty-seven (38.5% of the users) 
used a healthcare conversational agent less 
than one time per month (e.g., one time per two 
or three months) and only one participant (1.1% 
of the users) applied the agent(s) many times 
per day, showing a low frequency of using a 

healthcare conversational agent in this survey 
(see Figure 2). Most participants in the study 
indicated their limited use or lack of prior 
experience with healthcare conversational 
agents, clearly highlighting their unfamiliarity 
with the agents. This might be due to many 
participants remaining hesitant, refraining 
from embracing this smart technology in 
healthcare due to their skepticism about the 
quality of the information provided by these 
agents. To alleviate this concern, the present 
study delved into the crucial dimensions of 
information quality perceived by users and 
potential users. Addressing these significant 
information quality issues could potentially 
draw more individuals to engage with these 
agents. 

For the purposes of using the agent(s) and ways 
of accessing the agent(s), one participant may 
select one or more than one option in the 
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survey. As to the purposes of using a healthcare 
conversational agent identified in this study 
(see Figure 3), seventy-six (79.2% of the users) 
utilised the agent(s) for the health self-test 
purpose, while sixteen (16.7% of the users) also 
employed the agent(s) to kill their time. Only 
one participant (1.1% of the users) took 
advantage of the agent(s) to buy medicines. 
Regarding the ways of accessing the agent(s) 
(see Figure 4), seventy-one (73.9% of the users) 
benefited from downloaded mobile phone 
apps, and fifty-five (57.3% of the users) were 
introduced by WeChat. Only one participant 
(1.1% of the users) accessed a healthcare 

conversational agent by visiting other 
applications. These ways of accessing the 
agent(s) are described in Table 3. Particularly, 
the preference for seeking healthcare 
information from the internet has now 
surpassed that of television channels, and 
WeChat, Weibo, and QQ stand out as the most 
widely used internet-based social platforms in 
China (Hu, 2022). Leveraging these internet-
based social platforms to introduce a 
healthcare conversational agent presents an 
opportunity to effectively promote its usage 
within the wider public.

 

 
Figure 1. Years of using a healthcare conversational 

agent identified in this survey 
Figure 2. Frequency of using a healthcare 

conversational agent identified in this survey 

 

 

 
Figure 3. Purposes of using a healthcare conversational agent identified in this survey 
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Figure 4. Ways of accessing a healthcare conversational agent identified in this survey 
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Table 3. A summary of the ways of accessing a healthcare conversational agent 
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was a less important information quality 
dimension perceived by the surveyed 
participants.

 

Information 
quality 
dimension 

Numbe
r 

Number of responses (percent) Median Mean 
(SDa) 

Rank 
1 2 3 4 5 

Accuracy 231 3 
(1.3) 

8 
(3.5) 

35 
(15.2) 

124 
(53.7) 

61 
(26.4) 

4.00 4.00 
(0.821) 

5 

Appropriateness 231 3 
(1.3) 

6 
(1.3) 

55 
(1.3) 

121 
(1.3) 

46 
(1.3) 

4.00 3.87 
(0.802) 

9 

Empathy 231 3 
(1.3) 

21 
(9.1) 

71 
(30.7) 

94 
(40.7) 

42 
(18.2) 

4.00 3.65 
(0.924) 

14 

Timeliness 231 4 
(1.7) 

4 
(1.7) 

55 
(23.8) 

104 
(45.0) 

64 
(27.7) 

4.00 3.95 
(0.861) 

7 

Completeness 231 6 
(2.6) 

2 
(0.9) 

33 
(14.3) 

120 
(51.9) 

70 
(30.3) 

4.00 4.06 
(0.844) 

3 

Consistency 231 3 
(1.3) 

9 
(2.6) 

46 
(19.9) 

104 
(45.0) 

69 
(29.9) 

4.00 3.98 
(0.880) 

6 

Helpfulness 231 2 
(0.9) 

8 
(3.5) 

44 
(19.0) 

98 
(42.4) 

79 
(34.2) 

4.00 4.06 
(0.865) 

3 

Clarity 231 3 
(1.3) 

6 
(2.6) 

43 
(18.6) 

104 
(45.0) 

75 
(32.5) 

4.00 4.05 
(0.856) 

4 

Trustworthiness 231 3 
(1.3) 

15 
(6.5) 

31 
(13.4) 

93 
(40.3) 

89 
(38.5) 

4.00 4.08 
(0.945) 

2 

Relevance 231 4 
(1.7) 

10 
(4.3) 

68 
(29.4) 

95 
(41.1) 

54 
(23.4) 

4.00 3.80 
(0.906) 

12 

Repetitiveness 231 7 
(3.0) 

28 
(12.1) 

87 
(37.7) 

81 
(35.1) 

28 
(12.1) 

3.00 3.41 
(0.955) 

16 

Accessibility 231 4 
(1.7) 

10 
(4.3) 

65 
(28.1) 

98 
(42.4) 

54 
(23.4) 

4.00 3.81 
(0.902) 

11 

Conciseness 231 9 
(3.9) 

21 
(9.1) 

74 
(32.0) 

85 
(36.8) 

42 
(18.2) 

4.00 3.56 
(1.015) 

15 

Realisability 231 4 
(1.7) 

13 
(5.6) 

51 
(22.1) 

100 
(43.3) 

63 
(27.3) 

4.00 3.89 
(0.930) 

8 

Understandability 231 4 
(1.7) 

5 
(2.2) 

39 
(16.9) 

99 
(42.9) 

84 
(36.4) 

4.00 4.10 
(0.877) 

1 

Likability 231 6 
(2.6) 

13 
(5.6) 

70 
(30.3) 

86 
(37.2) 

56 
(24.2) 

4.00 3.75 
(0.972) 

13 

Amount of 
information 

231 8 
(3.5) 

11 
(4.8) 

48 
(20.8) 

108 
(46.8) 

56 
(24.2) 

4.00 3.84 
(0.964) 

10 

SDa : standard deviation 
 

Table 4. The importance of the information quality dimensions of healthcare conversational agents from the 
perspective of the participants in this study 

 



Information Research, Vol. 28 No. 4 (2023) 

30 

To determine whether the participants had 
used a healthcare conversational agent or not 
would affect their perceived importance of the 
IQ dimensions of the agent(s), we also 
compared the means between these two 
groups by one-way ANOVA. Results show that 
this experience of using the agent(s) affected 
their perceived importance about 
completeness, consistency, helpfulness, clarity, 
trustworthiness, realisability, and 

understandability but not the other IQ 
dimensions (see Table 5). From the side of the 
participants who had used the agent(s), 
completeness and trustworthiness were the 
top two dimensions for them to assess the IQ 
of the agent(s), while for those who had not 
used the agent(s) (they can be potential users of 
the agents), understandability and clearness 
were the top two critical IQ dimensions when 
they considered to apply the agent(s).

 

Information 
quality dimensions 

The participants who had used a 
healthcare conversational agent 
(n = 96) 

The participants who had not used 
a healthcare conversational agent 
(n = 135) 

F-value 
(Sig.) 

Mean (SDa) Rank Mean (SDa) Rank 
Accuracy 4.17 (0.675) 6 3.89 (0.895) 4 6.580* 
Appropriateness 3.95 (0.786) 9 3.81 (0.812) 8 1.547 
Empathy 3.66 (0.868) 13 3.65 (0.964) 12 0.001 
Timeliness 4.07 (0.714) 8 3.87 (0.945) 6 3.251 
Completeness 4.32 (0.703) 1 3.88 (0.890) 5 16.353*** 
Consistency 4.17 (0.763) 6 3.85 (0.935) 7 7.387** 
Helpfulness 4.24 (0.791) 4 3.93 (0.895) 3 7.580** 
Clarity 4.19 (0.786) 5 3.95 (0.892) 2 4.454* 
Trustworthiness 4.30 (0.809) 2 3.93 (1.005) 3 9.205** 
Relevance 3.94 (0.818) 10 3.70 (0.955) 11 3.780 
Repetitiveness 3.40 (0.978) 15 3.42 (0.942) 14 0.043 
Accessibility 3.89 (0.832) 11 3.76 (0.948) 9 1.035 
Conciseness 3.60 (1.010) 14 3.53 (1.021) 13 0.272 
Realisability 4.10 (0.827) 7 3.73 (0.971) 10 9.233** 
Understandability 4.26 (0.757) 3 3.99 (0.938) 1 5.643* 
Likability 3.78 (0.976) 12 3.73 (0.973) 10 0.181 
Amount of information 3.94 (0.938) 10 3.76 (0.979) 9 1.846 
SDa: standard deviation 
***: p < 0.001; **: p <0.01; *: p < 0.05 

 

Table 5. ANOVA results for participants who had used or had not used a healthcare conversational agent in 
this study 

Discussion 
In this study, we identified the critical 
dimensions used to investigate the information 
quality of conversational agents in the 
healthcare context by conducting a survey in 
China. The results of the analysis of the data 
collected in the survey indicate that 
understandability and trustworthiness were 
the critical information quality dimensions of 
the agents from the participants’ perspective, 
assisting in addressing our proposed research 
question. The relevant importance of all 
identified information quality dimensions was 
provided in Table 4.  

In the survey, understandability was 
considered as the top critical information 
quality dimension for healthcare 
conversational agents. This may be due to that 
individuals can read and understand the 
information provided by the agents, serving as 
the foundation to utilise relevant services. The 
provided information can be understood is an 
important aspect for the creation of 
conversational agents (Kasirzadeh and Gabriel, 
2023). We also confirm this in the context of 
healthcare conversational agents in this study. 
A high level of the agents’ information 
understandability usually contains the 
following items: (a) the language of the 
information provided by an agent is 
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understandable (Denecke et al., 2018), (b) the 
artificial intelligence-generated responses 
provided by an agent are easy to understand, 
and (c) the meaning of the information 
provided by an agent is easy to comprehend 
(Thompson et al., 2019). These three items 
therefore should be considered when 
developing the agents and assessing the 
information understandability of the agents, to 
meet individuals’ requirements.    

Meanwhile, participants were also concerned 
more about the trustworthiness of the 
information provided by agents. This may be 
attributed to the fact that the level of 
trustworthiness associated with the 
information plays a pivotal role in influencing 
the decision to use the information or services, 
subsequently impacting the adoption and the 
continued utilisation of the agents. Our 
findings align with design principles (e.g., 
information trustworthiness) of conversational 
agents for information seeking highlighted in 
Stieglitz et al. (2022), in the context of 
healthcare conversational agents. To achieve a 
high level of trustworthiness, the artificial 
intelligence-generated responses of the agents 
should be reliable, believable, and free of bias 
(Goh et al., 2021; Kang and Wei, 2018). This 
information needs to be supported by 
references and appropriate advertisements, 
and the authorship of the information should 
be clearly stated (Goh et al., 2021). 

Furthermore, we compared the differences in 
the perceived importance on these information 
quality dimensions between the two groups 
(i.e., the participants who had or not applied a 
healthcare conversational agent) as shown in 
Table 5. The users of the agents considered that 
completeness was more important than other 
dimensions for assessing the agents’ 
information quality, while for potential users of 
the agents, they tended to focus on clarity. 
These findings also reveal that completeness 
and clarity are two critical information quality 
dimensions when designing a healthcare 
conversational agent. This is consistent with 
previous studies (Mingotto et al., 2021; Riefle et 
al., 2022) which have pointed out individuals’ 
requirements for complete and clear 
information from conversational agents, within 
the scope of this study. However, the reasons 
of causing the differences in the perceived 
importance on these two information quality 
dimensions between the two groups need to be 
further explored based on in-depth interviews 
and studies with the participants. 

Implications for academics and 
practices 
This study has implications for both academics 
and practices. We also propose potential areas 
for future research in this field. See Table 6.
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Findings of the 
study 

Implications for academics Implications for practices Potential research areas 

User behavioural 
characteristics of 
using the agents 

Reveal that the use of the 
agents remains in their 
infancy (see Figure 1) with a 
low usage frequency (see 
Figure 2)  

Promote the healthcare 
education function of the 
agents to disseminate 
scientific health knowledge 
(see Figure 3) and provide 
multiple ways of accessing 
the agents (see Figure 4) 

Investigate the factors 
influencing users’ 
behaviours, assisting in 
better developing and 
improving the agents to 
meet users’ needs and 
facilitate their use 

Results of relevant 
importance of the 
agents’ information 
quality dimensions 

Add the critical dimensions 
used to assess the agents’ 
information quality into the 
existing literature   

Provide the items needed to 
be considered in the 
development and 
evaluation of the agents 
(see Discussion) 

Investigate the critical 
information quality 
dimensions of the agents 
from the experts’ side and 
compare with the results of 
this study to learn the 
differences 

Differences in 
relevant importance 
of the agents’ 
information quality 
dimensions between 
users and potential 
users of the agents’  

Show that completeness 
was the top concern of the 
agents’ information quality 
for the users, while for the 
potential users, they focused 
on clarity 

Call for (1) setting 
priorities for ensuring the 
agents’ information quality 
to address users and 
potential users’ information 
quality requirements (e.g., 
completeness and clarity); 
and (2) educating the public 
to improve their technical 
and information literacy on 
the agents 

Explore the reasons of 
causing the differences 
between the two groups by 
in-depth interviews or 
experiments to identify 
problem areas for 
addressing information 
quality 

Table 6. Implications for academics and practices in this study 

Our findings on user behavioural 
characteristics of using the agents reveal that 
the utilisation of healthcare conversational 
agents is still in its early stages, with a low 
usage frequency. For academics, investigating 
the factors influencing user behaviours assists 
in the development and enhancement of these 
agents to align with user needs and 
preferences. On the practical front, sponsors 
and developers are encouraged (1) to promote 
the educational aspects of healthcare 
conversational agents to facilitate the 
dissemination of health information and (2) to 
provide a range of access methods to promote 
their products. 

This study proposes adding the critical 
dimensions used to evaluate the agents’ 
information quality from the perspective of 
both users and potential users into existing 
literature, based on the results of relevant 
importance of the agents’ information quality 
dimensions. Academically, these findings 
emphasise the importance of including these 
information quality dimensions in the agents’ 

development and evaluation. In practice, these 
dimensions identified in this study can serve as 
guidelines for assessing and improving agents’ 
information quality. 

The findings about the differences in relevant 
importance of the agents’ information quality 
dimensions between users and potential users 
indicate that users prioritised the 
completeness dimension of information quality 
when they were using the agents, while 
potential users emphasised information clarity. 
Academics are urged to prioritise these 
information quality dimensions when studying 
and developing healthcare agents and explore 
reasons for differences between user groups 
through further research. For practical 
applications, there is a call (1) to prioritise 
addressing information quality issues and (2) to 
educate the public to enhance technical and 
information literacy about healthcare 
conversational agents. Accordingly, a growing 
number of individuals are inclined to embrace 
and utilise the agents. 



Information Research, Vol. 28 No. 4 (2023) 

33 

Limitations and future work 
This study has made several contributions, 
while it still includes a few limitations. First, the 
information quality dimensions of healthcare 
conversational agents used in the survey were 
identified from a systematic review and we may 
have missed other potential information quality 
dimensions used to assess the agents. Future 
research is encouraged to include more 
relevant information quality dimensions from 
both users and experts. Furthermore, based on 
the experts’ viewpoints, a system of 
information quality dimensions used to assess 
the agents can be established with weighted 
coefficients, contributing to better scientific 
evaluation of the agents’ information quality. 
Secondly, the present study was conducted 
based on the data collected in China. This 
convenience sample of a limited group of users 
and potential users who volunteered to 
complete the survey might bias the results. 
Researchers are thus recommended to conduct 
larger studies that involve more participants 
across geographies and countries, to better 
understand this phenomenon. Thirdly, this 
study included the participants who were not 
familiar with a healthcare conversational agent 
as the study sample. Although it is essential to 
consider the potential biases that might arise 
from exclusively targeting knowledgeable 
respondents, focusing on the respondents who 
possess a baseline understanding of healthcare 
conversational agents could potentially provide 
deeper insights. Future research is encouraged 
to consider selectively enlisting users who 
possess prior knowledge about the agents to 
augment the accuracy and pertinence of the 
study’s conclusions regarding the pivotal 
dimensions of information quality related to 
the agents, thereby revealing interesting 
findings compared with this study. Lastly, the 
study’s conclusions were derived from the 
participants’ responses, which were shaped by 
their perceptions, experiences and memories. 
Although we described each information 
quality dimension in a simple way with 
examples in the survey instrument 
development to help participants better 
understand these dimensions and ensure that 
the collected data reflects their actual 
perceptions and experiences, the responses 

from these participants may have been 
influenced by their recall bias and ability to 
discern the exact conceptions about the 
information quality dimensions. That is to say, 
the participants may not be able to accurately 
recall the experiences of using a healthcare 
conversational agent that occurred over time, 
nor accurately understand the concepts 
related to these information quality 
dimensions. Further verification and 
clarification of the results thus should be 
sought from the participants. 

Conclusion 
The present study identifies the critical 
information quality dimensions of healthcare 
conversational agents in a survey of subjects in 
China for addressing the research question and 
compares the differences on the relevant 
importance of these dimensions between users 
and potential users of the agents. The results of 
the study show that understandability and 
trustworthiness were the two top concerns for 
the agents’ information quality from the 
participants’ perspective in this study (in Table 
4). Furthermore, having or not having the 
experience of using a healthcare 
conversational agent affected the participants’ 
perceived importance about completeness, 
consistency, helpfulness, clarity, 
trustworthiness, realisability, and 
understandability but not the other 
information quality dimensions (see Table 5). 
These conclusions were derived from the 
analysis of the responses provided by the 
recruited participants in this study, whose 
viewpoints may have been influenced by their 
recollections of using a healthcare 
conversational agent and ability to accurately 
understand the information quality 
dimensions. Further verification and 
clarification of the results should be sought 
from the participants in future research. The 
study also provides implications for both 
academics and practitioners and proposes 
future research possibilities (see Table 6), 
based on the research findings. 
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Appendix II 
The survey questionnaire used in this study 
Appendix 2 is available at the following link: https://archive.org/details/appendix-2_202311. 
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