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Abstract 
Introduction. To encourage the public to combat online fake news and revalue 
truth, it is important to explore the factors that affect individual intention to combat 
fake news. 

Method. This study provides answers using survey data from a representative 
sample collected in the U.S. (N = 804). 

Analysis. We examined the impacts of planned-behaviour-theory components and 
prior experience of being deceived by fake news on the intentions of news 
verification, fake news refutation, and fact-checks sharing, with demographical 
characteristics, media use, and media credibility under control. The study also 
examined prior experience as a moderator in the models. 

Results. Results showed that subjective norms and prior experience of being 
deceived by fake news were positively correlated with intentions of all three 
behaviours that help to combat fake news. Prior experience moderated the effect of 
subjective norms on fake news refutation, and the effect of perceived control on 
fact-checks sharing. 

Conclusion. The findings of this study help scholars and industry practitioners to 
understand audiences’ interaction with online information and what drives 
audiences to combat information fakeness. Prior experience of being deceived by 
fake news is a significant driver.
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Introduction 
Reading news online has become a major 
trend. A poll showed more than eight-in-ten 
(86%) Americans get news from digital devices 
(Shearer, 2021). However, the professionalism 
of online news is not guaranteed, resulting in 
the dissemination of fake news, which refers to 
false information in a news format (Allcott and 
Gentzkow, 2017; Tandoc et al., 2018). Online 
news’ pursuit of timeliness and popularity 
facilitates the production and spread of fake 
news (McManus, 2009). In addition, there are 
websites or social bots that are professional in 
misleading people and amplifying 
contradictions to increase revenues (Mourão 
and Robertson, 2019).  

Fake news can cause harmful perceptions and 
behaviours in society. The dissemination of fake 
news is an indifference to truth, which 
eliminates social trust and undermines 
democracy in the long run (MacKenzie and 
Bhatt, 2020). Having well-informed decision-
makers is essential to democratic societies, 
while misleading information is damaging the 
information system (Kuklinski et al., 2000). 
Empirical studies have confirmed that the 
spread of falsehood is highly correlated with 
homophily, polarization, and decreasing social 
trust and political participation (Bessi et al., 
2015; Einstein and Glick, 2015; Lewandowsky et 
al., 2017; Van Prooijen and Douglas, 2017). 

Given the negative influence of fake news and 
the difficulties in wiping out fake news, more 
and more experts have started to study 
individual efforts in combating fake news (Kim 
et al., 2019; Tang et al., 2022; Zhao et al., 2016), 
the behaviours or strategies that help to stop 
the spread of fake news and reduce the impact 
of fake news. There is an expectation that if 
audiences can recognise, resist, and react to 
fake news, the viral spread of fake news can be 
restrained (Demartini, 2019; Fowler, 2020; 
Ribertson, 2019). However, few studies have 
systematically investigated and compared 
audiences’ behaviours in combating fake news. 
To fill this gap, this study investigated the 
motivations of three behaviours that help to 
stop the dissemination of fake news: news 
verification, fake news refutation, and fact-

checks sharing, and compared their 
differences.  

To understand the psychological mechanism 
behind individual choice in combating fake 
news, we adopted the well-examined 
framework proposed by the theory of planned 
behaviour (TPB). The TPB suggests that 
behavioural intention is driven by three factors 
regarding that behaviour: (a) attitudes, (b) 
subjective norms, and (c) perceived behavioural 
control (Ajzen, 1985, 1991). This study further 
added prior experience of being deceived by 
fake news to the model as a moderator. By 
studying individual factors that may affect the 
intention of combating fake news, this study 
provides empirical evidence for future 
interventions that can help promote individuals 
combat fake news. 

In summary, this study first conceptualised 
three behaviours that help to stop the 
dissemination of fake news (i.e., news 
verification, fake news refutation, and fact-
checks sharing), and then examined how the 
intentions of these three behaviours are 
influenced by attitudes, subjective norms, 
perceived behavioural control, and personal 
experience with fake news, with survey data 
collected in the United States. The implications 
of the findings are discussed. 

Literature review 
The individual combat against fake 
news 
In this changing media environment, audiences 
have become important news guardians and 
fake news stoppers (Pearson and Kosicki, 2017; 
Thorson and Wells, 2015). Audiences are the 
gatekeepers of online news information. If they 
can identify fake news and act on it, the viral 
dissemination of fake news can be slowed 
down. 

Fortunately, the interacting online 
environment not only helps the dissemination 
of fake news but also provides opportunities for 
audiences to oppose fake news. An increasing 
number of audiences actively disseminate truth 
against fake news online, taking the role of 
news guardians (Vo and Lee, 2018). To promote 
the value of truth in online news dissemination, 
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it is important to understand how audiences 
interact with news and fake news. This study 
has reviewed more than 50 interdisciplinary 
literature on individual engagement in 
combating fake news (e.g., Amazeen et al., 2019; 
Schwarzenegger, 2020; Shin and Thorson, 2017; 
Tandoc et al., 2018, 2020; Vraga et al., 2020), and 
identified three types of individual behaviours 
that can help combat fake news: verifying news 
(Edgerly et al., 2020), fake news refutation 
(Tandoc et al., 2020), and fact-checks sharing 
(Yu et al., 2022). 

News verification 
News verification refers to an individual’s 
behaviour of determining whether a news story 
exists or is true. Society has realised the vital 
role of news verification at the individual level 
in combating fake news. For example, 
journalists have posted online tutorials about 
detecting fake news (Ferregl, 2020; Wendling, 
2017). The application WhatsApp developed a 
chatbot for users to check message authenticity 
(Dhawan, 2020). Schools and organisations are 
offering news literacy education to teach 
students to verify fake news in the internet era 
(Tugend, 2020). 

An increasing number of academic studies 
research the intention of news verification 
behaviours, and they focus on the impact of 
media-related factors. For example, an 
experiment found that participants exhibited a 
higher intention to verify a news headline when 
they believed it was true, which was predicted 
by perceived congruency with preexisting 
ideological leanings (Edgerly et al., 2020). 
Respondents who had more exposure to fake 
news tend to verify news more (Müller and 
Schulz, 2019; Yu, 2021). Vraga and colleagues 
(2020) suggest that news verification is a 
behaviour driven by news literacy, which is 
‘knowledge of the personal and social processes 
by which news is produced, distributed, and 
consumed, and skills that allow users some 
control over these processes’ (p. 4). Ideally, 
audiences who have news literacy skills will 
verify news when they consume it and identify 
the incorrect information (Vraga et al., 2020).  

Fake news refutation 
Audiences show various responses to fake 
news, such as sharing it, reporting it, and 
correcting it. This study investigates fake news 
refutation (e.g., reporting fakeness to online 
platforms), a response that helps to combat fake 
news. Websites such as Google, Facebook, and 
Twitter welcome users to report fake news 
since it helps them spot problematic content 
(Murray, 2016). Correcting posts containing 
fake news by commenting is also a positive 
response that can help to combat fake news. 
Based on social cognition theory, the given 
feedback shapes our outcome expectations and 
thus influences human behaviour (Bandura, 
1989). Previous studies found that online 
feedback (e.g., comments and private 
conversations) affects receivers’ attitude 
change (Ayeh et al., 2013; Baber et al., 2016; 
Hsueh et al., 2015; Lee et al., 2008; Sassenberg 
and Jonas, 2007). Peers’ responses with fact-
check sources succeeded in correcting 
misperceptions about the causes of the Zika 
virus on both Facebook and Twitter (Vraga and 
Bode, 2018).  

Fake news refutation can help correct other 
topically related misbeliefs that are not 
specifically contained in the fake news (Bode et 
al., 2020). However, a survey in the U.K. showed 
that the vast majority (78.8%) of British social 
media users had not corrected other social 
media users for sharing problematic news 
(Chadwick and Vaccari, 2019). The predictors of 
refutation are understudied. To encourage fake 
news correction among ordinary people, 
understanding the motivations behind fake 
news refutation is urgent. 

Fact-checks sharing 
Although fake news has a remarkable effect on 
changing people’s perceptions and attitudes 
(Chan et al., 2017; Crozier and Strange, 2019; 
Swire et al., 2017; Wintersieck, 2017), many 
studies have found that fact-checks can 
successfully correct misbeliefs (Bode and 
Vraga, 2018; Hameleers and van der Meer, 
2020). A meta-analysis confirmed the positive 
influence of fact-checking messages (Walter 
and Murphy, 2018). Moreover, individuals’ fact-
checking sharing increases ‘pre-bunking’ 
exposure among other users—being exposed to 
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fact-checks before fake news (Bode and Vraga, 
2021, p. 2). Pre-bunking is found to be effective 
in inoculating people against misbeliefs (Cook 
et al., 2017; van der Linden et al., 2017).  

There is an overlap between fake news 
refutation and fact-checks sharing. Some 
audiences attach the fact-checking message 
when refuting a fake-news post online. 
However, the current study still studies fake 
news refutation and fact-checks sharing 
separately. Refuting fake news refers to the 
context where an individual sees fake news and 
reacts, while sharing fact-checks does not 
require an individual to know about the fake 
news beforehand. In the ‘pro-truth pledge’ 
suggested by Tsipursky (2018) and colleagues, 
sharing the truth and encouraging others to 
retract the inaccurate information are two 
different actions. 

In contrast with the rapid spread of fake news, 
audiences show much less interest in sharing 
fact-checks, although they perceive support for 
fact-checks sharing from friends and online 
communities (Pal et al., 2019). By analysing 
rumor cascades on Twitter from 2006 to 2017, 
one study found that fake news can reach more 
audiences and spreads faster than true news 
(Vosoughi et al., 2018). Previous studies mostly 
examined the impacts of information attributes 
on fact-checks sharing (e.g., rating of the 
message, source credibility) (Yu et al., 2022). 
One study examined an element of TPB model 
in encouraging fact-checks sharing. Pal et al. 
(2019)—found that a fact-check message that 
increases perceived norms of fact-checks 
sharing increases the intention of fact-checks 
sharing. 

Using an extended model of TPB 
to explain the audience's 
intention of combating fake news 
Scholars suggest that when and why audience 
interact with news or fake news is even more 
important than whether they interact or not 
(Edgerly et al., 2020). To encourage positive 
acts of combating fake news, understanding the 
motives is necessary. This study adopted the 
framework of the extended TPB to explain the 

motivations behind fake-news combating 
behaviours. 

The TPB is one of the most widely examined 
theories on predicting human behaviours 
(Ajzen, 1985, 1991, 2011). TPB is a psychological 
theory that explains how people’s beliefs 
influence their intentions and actions. The 
theory assumes that people act rationally and 
plan their behaviors. Specifically, the TPB 
suggests that behaviour is driven by 
behavioural intention, and the intention is 
influenced by three factors regarding that 
behaviour: (a) attitudes, (b) subjective norms, 
and (c) perceived behavioural control. 
Behavioural intentions then predict actual 
behaviour. The model has received positive 
support from several meta-analyses 
(Hausenblas et al., 1997; Tyson et al., 2014; 
Weigel et al., 2014). Given the TPB model 
includes people’s basic beliefs about the 
behaviours, and the model has strong 
predicting power in explaining the behaviours, 
some studies have adopted the TPB to explain 
media engagement, such as using online media 
for campaigning (Marcinkowski and Metag, 
2014), co-creating service for commercial 
industries on social media (Cheung and To, 
2016), and social networking behaviour (Pelling 
and White, 2009).  

As combating fake news is an intentional and 
planned action that depends on the beliefs and 
perceptions of the individuals, the studied 
behaviours may be related to components from 
TPB. In media research, TPB has been used to 
explained media technology adoption and 
social networking behaviours, which are 
actions that can generate positive social 
impacts (Marcinkowski and Metag, 2014; Pelling 
and White, 2009). Although fake news 
refutation and fact-checks sharing is a positive 
action from the perspective of improving the 
information environment and guarding the 
truth, these behaviours can have negative 
impacts on individuals’ social relationships as 
well (e.g., by hurting the recipient's self-esteem) 
(Jun et al., 2017; Tandoc et al., 2020). This study 
aims to examine if TPB can be used to predict 
social behaviours that may insert negative 
influences on social relationships. 
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Components of TPB 
Attitude means an individual’s evaluation of the 
behaviour, such as the benefits, costs, or effect 
of performing that behaviour. People who hold 
a positive attitude toward behaviour are more 
likely to take action (Ajzen, 1991). Subjective 
norms refers to an individual’s perception of 
whether other important people perceive they 
should engage in the behaviour, which usually 
has a positive relation with behavioural 
intention (Ajzen, 1991). Perceived behavioural 
control describes an individual's perception of 
the resources, ability, and sense of control they 
have in successfully performing the behaviour. 
Perceived behavioural control has been found 
to demonstrate a consistently positive effect on 
intentions to perform the investigated 
behaviour (Ajzen, 1991). 

However, the relationships between 
components of TPB and behavioural intentions 
are not always supported. For example, 
perceived behavioural control was not 
significantly related to social networking 
behaviour (Pelling and White, 2009). Some 
criticised the model of TPB for only considering 
individual beliefs but not accounting for 
the contextual factors (Yan et al., 2021), as there 
may be external factors or constraints (e.g., 
environment, policy, social norms) that limit the 
person’s ability to perform the behavior, 
regardless of their intention or belief.  

This study compares how audiences’ general 
cognitions of combating fake news as an 
audience predict the intention of news 
verifying, fake news refutation, and fact-checks 
sharing. Although scholars have different 
opinions on the explanatory role of TPB, we 
hypothesized the followings based on a large 
amount of empirical evidence (Hausenblas et 
al., 1997; Tyson et al., 2014; Weigel et al., 2014): 

H1: A positive attitude toward combating fake 
news will be positively related to the intentions 
of news verification (H1a), fake news refutation 
(H1b), and fact-checks sharing (H1c). 

H2: Subjective norms regarding combating fake 
news will be positively related to the intentions 
of news verifying (H2a), fake news refutation 
(H2b), and fact-checks sharing (H2c). 

H3: Perceived behavioural control over 
combating fake news will be positively related 
to the intentions of news verifying (H3a), fake 
news refutation (H3b), and fact-checks sharing 
(H3c). 

Adding prior experience to the TPB 
model 
The influence of prior experience on 
behavioural choice has been found in studies 
from different fields (Amador et al., 2013; Wang 
and Huang, 2021; Xu et al., 2017). It has been 
argued that the impact of prior experience on 
current behaviour even outperforms the impact 
of cognition (Sutton, 1994). Therefore, prior 
experience has been adopted to extend the TPB 
in many studies (Ajzen, 2020; Bagozzi and 
Kimmel, 1995; Lee, 2009; Yao and Linz, 2008), 
where the association between prior 
experience and current behaviour has been 
mostly found to be positive. There are two 
explanations for the impact of prior experience. 
One explanation is that people need less 
information about behaviour when they have 
previously executed the behaviour, suggesting 
prior experience works as a source of 
information (Ajzen, 2002b; Verplanken et al., 
1997). Another explanation is that individuals 
may simply have the intention of following what 
they have done previously, which means prior 
experience serves as an automatic motive 
(Bargh, 1996; Sommer, 2011). 

This study is interested in the association 
between people’s previous experience with fake 
news and the intention of combating fake news. 
Prior experience of technology usage was found 
to be correlated with the adoption of new 
technology, such as personal computers (Ling 
et al., 2010; Teo and Lim, 1996). Also, past 
interaction with social media can predict news 
sharing on social media (Lee and Ma, 2012). 
Similarly, previous experience with fake news 
may motivate further engagement with it, 
which is supported by the effect of direct 
experience with the environment on actions in 
social learning theory (Bandura and Walters, 
1977). We posited that prior experience of being 
deceived by fake news would activate the 
intention to prevent one or others from being 
deceived. 
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H4: Prior experience with fake news will be 
positively related to the intentions of news 
verifying (H4a), fake news refutation (H4b), and 
fact-checks sharing (H4c). 

Verplanken and his colleagues (1997) suggest 
that prior experience can also moderate the 
effects of TPB components on goal-directed 
behaviours. Although many audiences can see 
the harms of fake news and perceive the 
subjective norms and ability of combating fake 
news, audiences might not react to it until they 
have become the victims. Therefore, we posited 
the following: 

H5: Audiences who have a more positive 
attitude toward combating fake news show 
more intentions of verifying news (H5a), fake 
news refutation (H5b), and sharing fact-checks 
(H5c) if they have more experience of 
encountering fake news. 

H6: Audiences who perceive more subjective 
norms regarding combating fake news show 
more intentions of verifying news (H6a), fake 
news refutation (H6b), and sharing fact-checks 
(H6c) if they have more experience of 
encountering fake news. 

H7: Audiences who perceive more behavioural 
control over combating fake news show more 
intentions of verifying news (H7a), fake news 
refutation (H7b), and sharing fact-checks (H7c) 
if they have more experience of encountering 
fake news. 

In summary, we conceptualised three 
behaviours of combating fake news: news 
verification, fake news refutation, and fact-
checks sharing. As these behaviours are mostly 
intentional and planned, we adapted the 
framework of TPB to examine the motives of 
these behaviours.  

Method 
In this section, we report the sampling method, 
data collection procedure, survey flow, sample 
profile, and measurements of this study. We 
report the mean value, standard deviation, and 
scale reliability of each measurement.  

Sample 
The data was collected in the U.S. through an 
online survey. Before the formal data collection, 
a pilot test with 20 American respondents was 
conducted to test the questionnaire’s clarity 
and instructions on May 1, 2019. To make the 
questions more understandable, we modified 
some wordings based on the feedback. 

The formal survey was conducted from 6 -15 
May, 2019. Data collection was outsourced to a 
survey company, CloudResearch. 
CloudResearch is a data company that has an 
international panel of diverse backgrounds. The 
recruitment was targeted at American 
respondents aged 18–65. Quota sampling was 
executed based on the age distribution of 
American internet users from the U.S. Census 
Bureau (U.S. Census Bureau, 2019). The 
response rate was 82%. The demographic data 
of the respondents are shown in Table 1. 

To avoid confusion, we explained the definition 
of news to the respondents at the beginning of 
the survey: ‘News in this survey refers to 
information about current news events’. The 
definition of news followed the questionnaire of 
the General Social Survey (GSS) (Smith et al., 
2018). GSS is a project of the independent 
research organisation NORC at the University 
of Chicago, with principal funding from the 
National Science Foundation, and the data of 
GSS is widely used in studies of social science. 
A filter question ‘Have you consumed news 
from the internet in the past 12 months’ was 
asked before the survey, those who answered 
‘no’ were not allowed to enter the survey.  

In total, 826 respondents completed the survey. 
We excluded 22 responses that finished the 
survey in less than 5 minutes, which generated 
a final sample of 804 respondents. The final 
sample included 26.9% aged between 18 and 29 
(n = 216), 43.7% aged between 30 and 49 (n = 
352), and the remaining 29.4% aged between 50 
and 65 (n = 236). The average age was 40.02 (SD 
= 13.28). More than half of the respondents were 
female (n = 463, 57.6%).
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 Frequency (%)  Frequency (%) 
Gender  Age  

Male  337
 (41.9%

) 

18–29  216
 (26.9

%) 
Female  463

 (57.6%
) 

30–49  352
 (43.7 

%) 
Other  4

 (0.5%) 
50–65 236 

(29.4%) 
Education  Ethnicity  

Less than high school  4
 (0.5%) 

White/Caucasian  614
 (76.4

%) 
High school/GED  206

 (25.6%
) 

Black or African-American  82
 (10.2

%) 
Two-year college degree  115

 (14.3%
) 

American Indian or Alaska 
Native 

 14
 (1.7

%) 
Four-year college degree  337

 (41.9%
) 

Asian/Pacific Islander  62
 (7.7

%) 
Master’s degree or 

above 
 142

 (17.7%
) 

Multi-racial  19
 (2.4

%) 
  Other  13

 (1.6
%) 

 
  Table 1. Demographic profile of respondents (N = 804) 

Measurements 
The intention of news verification. We followed 
Edgerly et al. (2020) to measure the intention of 
news verification. The items are shown in Table 
2. Since this study focused on online fake news, 
participants were asked how likely they would 

perform the listed behaviours when they read 
online information about current news events 
using a 7-point Likert scale, where 1 signified 
‘extremely unlikely’ and 7 signified ‘extremely 
likely’. The average scores of the items formed 
the index of news verification (M = 4.66, SD = 
1.26, α = .73).  

 

 M SD α 
News verification 4.66 1.26 .73 
Check other major news outlets 5.35 1.67  
Ask friends/family members 4.28 1.86  
Use a search engine 5.40 1.60  
Check social media (e.g., Facebook, Twitter) 3.84 2.08  
Consult some other sources 4.43 1.85  
Fake news refutation 3.56 1.64 .85 
Tell the poster by sending private messages 3.46 1.96  
Tell the poster by leaving comments 3.91 1.98  
Report it to the platform 3.80 1.99  
Forward it and announce it as inaccurate information 3.97 1.99  
Fact-checks sharing 4.05 1.74 .73 
Share it on social media (e.g., Twitter) 3.52 2.03  
Tell people I know, like my friends and family by private contact 4.59 1.88  
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Table 2. Measuring the intentions of news verification, fake news refutation, and fact-checks sharing (N = 804) 

The intention of fake news refutation. The 
measurement of fake news refutation was 
adapted from Tandoc et al.’s (2020) study, and 
the items are listed in Table 2. Respondents 
were asked how likely they would do the listed 
behaviours when they read inaccurate online 
information about current news events. A 7-
point Likert scale was used for rating, where 1 
signified ‘extremely unlikely’ and 7 signified 
‘extremely likely’. The average scores of the 
items formed the index of fake news refutation 
(M = 3.56, SD = 1.64, α = .85).  

The intention of fact-checks sharing. For the 
measurement of fact-checks sharing, 
respondents indicated how likely they were to 
‘Share it on online platforms (e.g., Facebook, 
Twitter)’ and ‘Tell people I know, like my friends 
and families’ when they see fact-checking 
messages on the internet. A 7-point Likert scale 
was used for rating, where 1 signified ‘extremely 
unlikely’ and 7 signified ‘extremely likely’. The 
average scores of the items formed the index of 
fact-checks sharing (M = 4.05, SD = 1.74, α = .73).  

Components of the TPB. The measures of 
subjective norms and perceived behavioural 
control were adapted from Ajzen’s (Ajzen, 1991, 
2002a) and Taylor and Todd's (1995) studies. 
The average scores of the items formed the 
index of each scale. The items measuring 
subjective norms (M = 5.17, SD = 1.33, α = .85) 
were ‘People who influence my behaviour 
would think that I should combat inaccurate 
online information about current news events’ 
and ‘People who are important to me would 
think that I should combat inaccurate online 
information about current news events when I 
read them’. The items measuring perceived 
behavioural control (M = 5.71, SD = 1.06, α = .91) 
were ‘I would be able to combat fake news’, ‘I 
have the resources and the ability to combat 
inaccurate online information about current 
news events’, and ‘Combating inaccurate online 
information about current news events is 
entirely within my control’. For the measures of 
subjective norms and perceived behavioural 
control, participants were asked to rate the 
statements on a 7-point Likert scale, where 1 
meant ‘strongly disagree’ and 7 meant ‘strongly 

agree’. For the attitude toward combating fake 
news, respondents were asked to what extent 
they thought combating inaccurate online 
information about current news events was 
‘foolish/wise’, ‘not rewarding/rewarding’, and 
‘not valuable/valuable’, on bipolar adjective 7-
point scales. Using bipolar adjective scales to 
measure attitude can capture both the 
direction and intensity of the attitude, as well as 
the balance between two opposing 
qualities (Fishman et al., 2021). The higher 
scores indicated a more positive attitude 
toward combating fake news (M = 5.95, SD = 
1.09, α = .89).  

Prior experience of being deceived by fake news. 
Adapted from the scale of prior exposure 
(Southwell and Torresast, 2006), respondents 
were asked to rate two items on a 5-point Likert 
scale, from 1 ‘never’ to 5 ‘all the time’. The items 
used to measure the prior experience of being 
deceived by fake news are (1)’Believed a 
message about current news events, which 
turned out to be untrue later’ and 
(2)’Posted/forwarded a message about current 
news events, which turned out to be untrue 
later’. The average scores of these two items 
formed the index of the scale (M = 2.33, SD = 
0.85, α = .98). 

Control variables. Age, gender, education, race, 
party identification, online news consumption, 
trust in mass media, trust in social media, and 
online interaction were under control. 
Respondents were asked to report their age 
with an exact number, M = 40.02, SD = 13.28. 
Respondents indicated their gender, race and 
highest education level from the given options 
(see Table 1). The frequency of gender, 
education, and ethnicity are listed in Table 1. 
For party identification, we followed previous 
studies (Chatard et al., 2010; Kappe and Schuter, 
2022) and asked respondents: ‘We hear a lot of 
talk these days about liberals and conservatives. 
Where would you place yourself on the 
conservative-liberal scale?’ Respondents rated 
their identification from 0 ‘extremely 
conservative’ to 10 ‘extremely liberal’, M = 6.19, 
SD = 2.68. Individual behaviours of combating 
fake news involve online news use and 
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interaction behaviours. For example, audiences 
who do not leave online comments at all will not 
leave a comment to tell that the post is fake 
news; therefore, we also measured online news 
consumption, trust in mass media, trust in 
social media, and online interaction behaviours 
as control variables. For online news 
consumption, we followed GSS’s survey in 2018 
(Smith et al., 2018) and asked ‘How often do you 
get information about current news events 
from the internet in the past 12 months?’ 
Respondents rated the items on a 7-point Likert 
scale, from 1 ‘never’ to 7 ‘all the time’, M = 4.66, 
SD = 0.68. The measurement of media trust 
followed American National Election Studies 
(ANES) (ANES, 2018), asking respondents to rate 
their general trust in mass media and social 
media to report the news fully, accurately, and 
fairly, from 1 ‘none’ to 5 ‘a great deal’. In general, 
respondents have more trust in news on mass 
media (M = 3.03, SD = 0.68) than in social media 
(M = 2.34, SD = 1.08). For online interaction, we 
asked how often respondents do the followings: 
to share information on the internet (e.g., on 
online forums, Instagram, Facebook, Twitter), 
to comment on a post/news article on the 
internet (e.g., on news websites, online forums, 
Instagram, Facebook, Twitter), and to chat with 
others on the internet (e.g., on WhatsApp, 
Facebook). The average scores form the index 
of online interaction (M = 2.86, SD = 1.13, α = .69). 

Results 
The mean scores of the measured behavioural 
intentions are listed in Table 2. In general, 
respondents were more likely to verify than 

respond to fake news and share fact-checks. 
Among the measured behaviours of news 
verification, checking other major news outlets 
and using a search engine were the two most 
popular methods. As for fake news refutation, 
respondents preferred to forward it and 
announce it as inaccurate information, followed 
by telling the poster by leaving comments. 
Compared to sharing fact-checks on an online 
platform, respondents were more likely to 
share fact-checks privately with people they 
know.  

OLS regression models were constructed in 
SPSS 24 to analyse the data. Standardised 
coefficients and R-square values of each 
hierarchical model were reported to indicate 
effect size. The effects of the control variables 
on three dependent variables are shown in 
Table 3. Males were less likely to share fact-
checks than females (b = -.08, p < .01). Younger 
adults were more likely to verify news than 
older adults (b = -.09, p < .01). Respondents who 
consumed more online news tended to verify 
news more (b = .14, p < .001). Trust in social 
media was positively correlated with the 
intentions of news verifying (b = .16, p < .001), 
fake news refutation (b = .15, p < .001), and fact-
checks sharing (b = .12, p < .001). Online 
interaction was also positively correlated with 
the intentions of news verifying (b = .27, p < 
.001), fake news refutation (b = .45, p < .001), and 
fact-checks sharing (b = .46, p < .001). The 
intentions of news verifying, fake news 
refutation, and fact-checks sharing did not vary 
on education, race, political party, and trust in 
mass media.
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          News verification        Fake news refutation            Fact-checks sharing 
Gender -.04 -.06 -.08** 
Age -.09** -.01 .01 
Education -.03 -.09 .02 
Black or African-American -.01 .01 .02 
American Indian or Alaska 
Native 

-.03 -.03 -.03 

Asian/Pacific Islander -.00 -.03 .02 
Multi-racial -.01 .01 .00 
Party .02 -.01 -.01 
Online news consumption .14*** -.05 .01 
Trust in mass media .05 .05 -.04 
Trust in social media .16*** .15*** .12** 
Online interaction .27*** .45*** .46*** 
R2 21.8%*** 31.3%*** 30.0%*** 

Note: * p < .05. **p < .01, ***p < .001. 
          The table reports standardised coefficient beta.  
          The listed race groups were compared to ‘White/Caucasian’. 

 
Table 3. Predicting the intentions of news verification, fake news refutation, and fact-checks sharing with control variables 

(N = 804)
 

The effects of TPB components on the 
intentions of news verifying, fake news 
refutation, and fact-checks sharing with the 
extended TPB model were examined with 
hierarchical regression models, with the effects 
of control variables under control. The results 
are listed in Table 4. For the parsimony of the 

reported table, the effects of the variables in 
Table 3 were not reported here. H1 posited that 
a positive attitude toward the combat against 
fake news would be positively related to the 
intentions of news verification (H1a), fake news 
refutation (H1b), and fact-checks sharing (H1c). 
Only H1a was supported by data (b = .17, p < .001). 

 

                                     News verification               Fake news refutation           Fact-checks sharing 
Attitude .17*** 

(28.0%***) 
-.01 

(31.8%*) 
.05 

(30.8%**) 
Subjective norms .24*** 

(32.2%***) 
.19** 

(34.8%***) 
.12*** 

(32.2%***) 
Perceived 

behavioural control 
-.01 

(32.6%) 
.05 

(33.2%) 
.06 

(32.3%*) 
Prior experience .08* 

(32.6%***) 
.22*** 

(38.0%***) 
.21*** 

(35.0%***) 
PE*ADa -.02 

(32.7%) 
-.02 

(38.0%) 
.04 

(35.1%) 
PE*SNb .01 

(32.6%) 
.07* 

(38.4%*) 
.05 

(35.3%) 
PE*PBCc .04 

(32.6%) 
.02 

(38.0%) 
.10** 

(35.8**%) 
Note: * p < .05. **p < .01, ***p < .001. 
          Each interaction term entered the model separately. The table reports standardised coefficient beta, with model R-

square in parentheses.  
           The interaction terms have been centered.           
           a ‘PE*AD’ refers to the interaction term of prior experience and attitude, b ‘PE*SN’ refers to the interaction term of 

prior experience and subjective norms, c ‘PE*PBCc’ refers to the interaction term of prior experience and perceived 
behavioural control. 

 
Table 4. Predicting the intentions of news verification, fake news refutation, and fact-checks sharing with the extended TPB 

model (N = 804)
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The data supported H2a-c that subjective 
norms of combating fake news led to more 
intentions of news verifying (b = .24, p < .001), 
fake news refutation (b = .19, p < .01), and fact-
checks sharing (b = .12, p < .001). 

H3a-c posited that perceived behavioural 
control is positively correlated with intentions 
of combating fake news, which were not 
supported. The level of perceived behavioural 
control was not significantly related to the 
intentions of news verifying, fake news 
refutation, and fact-checks sharing. 

H4a-c suggested that prior experience of being 
deceived by fake news was positively correlated 
with intentions of combating fake news, which 
were supported by data. People who perceived 
more prior experience of being deceived by 
fake news were more willing to verify news (b = 
.08, p < .05), respond to fake news (b = .22, p < 
.001), and share fact-checks (b = .21, p < .001). 

Then we proceeded to examining H5–H7, which 
hypothesized the moderation effects of prior 
experience and the components of TPB on 

news verification, fake news refutation, and 
fact-checks sharing. H6b was supported, that 
prior experience of being deceived by fake news 
moderated the effect of subjective norms on 
the intention of fake news refutation (b = .07, p 
< .05). The moderation effect is shown in Figure 
1. Compared to audiences who perceive a lower 
level of subjective norms regarding combating 
fake news, audiences who perceive a higher 
level of subjective norms showed more 
intention to respond to fake news as they 
encountered more fake news. In addition, H7c 
was supported:prior experience of being 
deceived by fake news moderated the effect of 
perceived behavioural control on the intention 
of fact-checks sharing (b = .10, p < .01). Figure 2 
shows that audiences who perceive a lower 
level of control over combating fake news were 
less willing to respond to fact-checking 
messages as they encountered more fake news; 
while those who perceive a higher level of 
control had more intention to respond to fact-
checking messages as prior experience of 
encountering fake news increased.

 

 
Figure 1. The interaction effect of prior experience and subjective norms on the intention of fake news refutation 
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Figure 2. The interaction effect of prior experience and perceived behavioural control on the intention of fact-checks 

sharing 
 

In general, three components of the extended 
TPB showed consistent patterns in their 
relationships with the intention of news 
verification, fake news refutation, and fact-
checks sharing). Subjective norms and prior 
experience of being deceived by fake news were 
positively correlated with all three behaviours. 
Perceived behavioural control was not 
significantly correlated with any of the three 
behaviours. Attitude was only significantly 
correlated with news verification. 

Discussions and conclusion 
Using a representative U.S. sample, this study 
investigated and compared the predictors of 
three behaviours combating fake news: news 
verification, fake news refutation, and fact-
checks sharing. The study helps scholars and 
industry practitioners to understand audiences’ 
interaction with fake news, and what drives 
audiences to pursue truth rather than fakeness 
in the hybrid media environment.  

First, it should be noted that audiences were 
not very enthusiastic about combating fake 
news, which is similar to the results of 
investigations in other regions in the world, 
such as Singapore (Tandoc et al., 2020) and the 
U.K. (Chadwick and Vaccari, 2019). Meanwhile, 
only 6.3% of respondents (n = 51) reported 
never having believed fake news previously, and 

only 37.1% (n = 298) had said they never posted 
or forwarded fake news previously. Therefore, 
understanding the motivations of combating 
fake news is needed. 

As suggested by the model of TPB (Ajzen, 1985), 
subjective norms were significantly and 
positively related to intentions of all three fake-
news combating behaviours. The finding in this 
survey echoes what Pal et al. (2019) found in 
their experiment: fact-checks that increased 
perceived norms of fact-checks sharing 
motivates sharing behaviour. Therefore, to 
cultivate news guardians, one thing that 
governments, NGOs, and schools can do is to 
promote news literacy education and cultivate 
a consensus of combating fake news. 
Fortunately, some of these groups have already 
taken action in the area of news literacy 
education (Tugend, 2020). 

Attitude towards combating fake news was 
positively correlated with news verification, but 
not the other two behaviours: fake news 
refutation and fact-checks sharing. The results 
may imply the difference in the natures of the 
three behaviours. Fake news refutation and 
fact-checks sharing means the individuals need 
to inform others that they made a mistake, 
which may cause negative impacts on one’s 
social relationships (Jun et al., 2017; Tandoc et 
al., 2020). Compared to fake news refutation 
and fact-checks sharing, news verification is 
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less likely to cause negative feelings and 
reactions from others. In other words, when the 
behaviour may cause negative influences, 
individual attitudes towards the behaviour has 
less power in explaining behavioural intention.  

Perceived behavioural control was not 
significantly related to three combating 
behaviours. One explanation is that, in a 
country with a high internet penetration rate as 
the U.S, most of the respondents have the 
abilities to conduct the three investigated 
behaviours; thus, the reason for a low frequency 
of fake-news combating among individuals 
does not lie in ability. The finding implies that in 
countries where individuals have high internet 
skills, policy makers do not need to focus on 
teaching individuals how to combat fake news, 
but to provide incentives for the behaviours, for 
example, recognition by local or online 
communities.  

Fifth, individuals who had prior experience of 
being deceived by fake news were more likely 
to verify news, respond to fake news and share 
fact-checks. The findings further confirm that 
prior experience plays an important role in 
predicting behavioural intentions with TPB 
components (Ajzen, 2020). The findings have 
implications for the internet industry and 
information managers. Internet companies 
should consider allowing users to tag or review 
browsed messages in an easier way, which can 
help users better store and compare online 
information. In addition, social media platforms 
and fact-checkers should promote fact-checks 
to groups that encountered or were influenced 
by fake news more frequently, such as those 
who use alternative media sources and those 
who have strong preexisting opinions (Scherer 
and Pennycook, 2020; Wang and Yu, 2022). 

Prior experience moderated the effect of 
subjective norms on fake news refutation. 
Those who perceived a higher level of 
subjective norms were more likely to respond 
to fake news as they had prior experience of 
being deceived by fake news, compared to 
those who perceived a lower level of subjective 
norms. Prior experience also moderated the 
effect of perceived control on fact-checks 
sharing. Those who had more prior experience 
of being deceived by fake news and perceived a 

higher level of control over combating fake 
news were more likely to share fact-checks, 
while those perceived a lower level of control 
were less likely to share fact-checks when they 
had more prior experience of being deceived by 
fake news. Therefore, social norms of 
combating fake news and the intervention of 
advancing skills of combating fake news should 
be promoted, especially among those who are 
more likely to encounter or fall for fake news.  

An interesting finding is that online interaction 
was positively correlated with intentions of 
news verification, fake news refutation, and 
fact-checks sharing. In addition, similar to 
previous studies on credibility and intentions of 
combating fake news (Edgerly et al., 2020; Kim 
et al., 2019), respondents who have more trust 
in social media were more likely to combat 
online fake news. In other words, actions of 
combating fake news does not necessarily 
relate to distrust and disuse. Internet 
companies should not worry about a loss of 
reputation when users are combating online 
fake news; instead, to further foster trust and 
user loyalty, they should provide more channels 
and assistance to the active and allegiant users 
in combating fake news. 

It is important to point out the limitations of 
this study and the implications for future 
studies. First, to investigate and compare 
people’s intentions to combat fake news in daily 
news reading, this study used self-reported 
data related to ‘inaccurate news’, while it is hard 
to tell whether respondents can correctly 
identify inaccurate news. Second, as this study 
only used cross-sectional data, the study could 
not establish causalities between variables. 
Future studies can further examine the 
motivations of real behaviors (i.e., news 
verification, fake news refutation, and fact-
checks sharing) by experiments.  

In conclusion, not all the components of the 
extended TPB had a strong relationship with 
behavioural intention of combating fake news. 
The findings showed that subjective norms and 
prior experience with fake news were two 
important factors that drive the behaviours of 
combating fake news. Perceived behavioural 
control, however, was not related to the 
intention of three combating behaviours. One 
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possible reason is that adopting the three 
combating behaviours is not very challenging 
for internet users. Positive attitudes towards 
combating fake news was only positively 
related to news verification, a behaviour that 
does not necessarily involve social interactions 
or cause negative impacts on social 
relationships. Therefore, we suggest that when 
studying interactive behaviours, especially 
behaviours that may bring negative feelings to 

others, such as fake news refutation and fact-
checks sharing, researchers should take social 
relationships and the interactive environment 
into consideration. 
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