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Abstract

Introduction. The paper aims to investigate image data sharing within social science and humanities. While data sharing is encouraged as a part of the open science movement, little is known about the approaches and factors influencing the sharing of image data. This information is evident as the use of image data in these fields of research is increasing, and data sharing is context dependent.

Method. The study analyses qualitative semi-structured interviews with 14 scholars who incorporate digital images as a core component of their research data.

Analysis. Content analysis is conducted to gather information about scholars' image data sharing and motivating and impeding factors related to it.

Results. The findings show that image data sharing is not an established research practice, and when it happens it is mostly done via informal means by sharing data through personal contacts. Supporting the scientific community, the open science agenda and fulfilling research funders' requirements motivate scholars to share their data. Impeding factors relate to the qualities of data, ownership of data, data stewardship, and research integrity.

Conclusion. Advancing image data sharing requires the development of research infrastructures and providing support and guidelines. Better understanding of the scholars' image data practices is also needed.
Introduction

This paper aims to investigate image research data sharing within social sciences and humanities (SSH). Open science agenda advocates for the sharing and reuse of data to enhance research quality and generate cost savings. This initiative encounters challenges within the SSH, primarily due to the often sensitive nature of data pertaining to human behaviour. However, in certain SSH disciplines that utilise quantitative data, the practice of sharing and reusing data has become commonplace (Scheuch, 2003). Indeed, numerous data archives now serve as repositories for research data generated by both organisations and individual scholars (Corti, 2012).

Previous research on data sharing has mostly focused on data sharing on a general level and not analysed practices related to specific data types (Khan et al., 2023; Tenopir et al., 2015). However, sharing qualitative data (Broom et al., 2009; Jeng and He, 2022; Yoon, 2014) and social media data (Bishop and Gray, 2017; Hemphill et al., 2021) have attracted some research. This emphasis has left a gap in the understanding of image data sharing within the SSH as only a few studies on image data sharing have addressed the needs in these fields (e.g. Rodrigues and Lopes, 2023; Fernandes et al., 2020). Yet, the research shows that data sharing is complex and situated, and research on disciplinary data sharing is urgently needed (Akers and Doty, 2013; Cragin et al., 2010; Khan et al., 2023). Also, Thoegersen and Borlund (2022) call for more studies that clearly define what is meant by data sharing and to address the barriers to sharing data.

Visual data, for example, images sourced from social media platforms, have become important empirical data for SSH scholars exploring social behaviour (Ball and Smith, 2017; Chen et al., 2021). Despite many visual data sources being publicly available, numerous impediments, including copyright issues and compliance with the General Data Protection Regulation (GDPR), complicate its utilisation for research purposes. Hence, it is important to delve deeper into scholars’ perspectives regarding open data sharing within the realm of visual data.

This study aims to enhance the comprehension of visual data sharing in the SSH. Based on qualitative interview data obtained from 14 Danish and Finnish SSH scholars who utilise digital image data in their research, we aim to address the following research questions:

RQ1: How is image data shared in the SSH?

RQ2: What factors either promote or impede scholars in their image data sharing?

The paper’s structure is as follows: we start with a short review of the literature concerning the utilisation of visual data and data sharing within the SSH. We continue by describing our research design, the methods employed for data collection and analysis, and presenting our research findings. The article ends with discussion and conclusions.

Literature review

Images as research data in the SSH

Over the last decades, interest in visual research approaches and visual data has expanded in the SSH as a part of the visual turn in society (Ball and Smith, 2017; Chen et al., 2021). Digital images are produced and reproduced constantly as communication between people has moved towards visual communication. The development of digital technologies has made accessing image data easier and new computer vision technologies allow analysing massive amounts of images (Berg and Nelimarkka, 2023). However, only a few studies on image information behaviour focus on SSH scholars’ image data use (Cho et al., 2022) for the purposes of information and illustration (Fidel, 1997; McCay-Peet and Toms, 2009). For example, Beaudoin (2014) studied image use among archaeologists, architects, art historians and artists. Specifically, those in archaeology and art history used images most often for knowledge creation of their lecture presentations, as well as for their research and subsequent publications. According to Rodrigues and Lopes (2023) qualitative analysis of digital photographs was most typical type of image data use in the SSH. Chassanoff’s (2018) study showed that for historical research, photographs provide a valuable historical
reference for verification, documentation, or corroboration. Previous research has also focused, for example, on the production and needs for image metadata (Cetinic, 2021; Hanson and Dahlgren, 2022) and studied researchers' image retrieval, especially in the historical domain (Late et al., 2023; 2024).

Recently, the use of social media platforms as sources of data has attracted research. Social media data have provided various possibilities for visual research in terms of research topics, and methods. For example, Instagram which is a social media platform focusing on visual communication attracts a growing body of research (Highfield and Leaver, 2016; Rejeb et al., 2022). Image data from social media platforms can be collected in various ways including capturing API data. However, in recent years some platforms have disabled this possibility hindering image data use (McCrow-Young, 2021). According to Chen et al. (2021), there is an increasing interest in disciplines like sociology, cultural studies, communication, and environmental studies to use social media images as research data. Social media images are mostly collected manually and analysed by thematic coding, object recognition or narrative analysis. Although image data often contains copyright and privacy issues, papers analysing image data seldom mention these issues or apply strategies to address any ethical issues. Despite the emerging technologies to analyse large amounts of images, typically, the size of image data for research is relatively small and analysis exploits different manual qualitative methods (Chen et al., 2021).

Data sharing in the SSH

Borgman (2012) defines research data sharing as the ‘release of research data for use by others’ (p. 1060). This release can take different forms, including informal or private sharing upon request to formal archiving to data repositories. Borgman (2012) presents four rationales for data sharing: reproducibility, serving public interest, asking new questions with open data, and advancing research. The FAIR principles suggest that merely opening data is not enough, it should be findable, accessible, interoperable, and reusable (Wilkinson et al., 2016). Although data sharing has been increasingly discussed due to the digitalisation of information and the open science movement, data sharing has a long history (Fienberg et al., 1985) and information sharing may be integral part of the scholars' research practice (Talja, 2002). Open access to data aims for improving reproducibility, efficiency, collaboration and interdisciplinarity of research assuming that data once archived will be useful and used by others (Borgman et al., 2019).

There is a lack of studies on image data sharing in the SSH. Among the few, Rodrigues and Lopes (2023; 2022a) show that researchers in SSH rarely share their image data in open repositories but a survey study by Fernandes et al. (2020) indicates that images are shared within the research group. Furthermore, Rodrigues and Lopes (2022a) argue that the lack of guidelines for managing image data leads to relying on individual practices. Hansson and Dahlgren (2022) analysed the affordances of data repositories for image data sharing in the context of humanities. They argue that these infrastructures often fail in facilitating data sharing but merely offer possibilities for promoting personas.

Beyond image data, there is a vast amount of literature, witnessing low levels of data sharing in the SSH (Jeng and He, 2022; Jeng et al., 2016; Kim and Stanton, 2016; Tenopir et al., 2015; Tenopir et al. 2011; Zenk-Möltgen et al., 2018). Sharing quantitative data has been more prevalent compared to qualitative data that is often contextual and personal and less easy to reuse (Broom et al., 2009; Jeng and He, 2022; Yoon, 2014). Recently, Khan and colleagues (2023) conducted a large-scale survey and showed disciplinary differences in data sharing. According to their survey scholars in the SSH rely on institutional and journal-supported repositories for data sharing. However, in many cases for example personal websites were also used.

According to Kim and Adler (2015) personal motivations (such as perceived career benefit and risk, perceived effort, and attitude) and normative pressure (collective expectations) support social scientist' data sharing and that institutional pressure has a marginal role. Lilja (2020) on the other hand argues that while
scholars often support the open science agenda, there is a gap between open science policy and data practices, especially of those using qualitative data that are experienced having contextual and relational character. Participants in Lilja’s study saw data sharing as difficult and even leading to weakening the trust in science. For example, anonymization of data was seen as an unreliable practice for protecting participants’ personal information and making research data useless for reuse by others. Other reasons for low levels of data sharing include sensitive data, lack of time, effort and skills, fear of not getting credit for authorship, and fear that the data will be misused or misinterpreted (Akers and Doty, 2013; Hemphill et al., 2021; Sayogo and Pardo, 2013; Tenopir et al., 2015). Also, ethical questions arise in all forms of data sharing (Bishop and Gray, 2017).

Research data and methods
This study is based on qualitative semi-structured interviews with 14 scholars in the SSH who incorporate digital images obtained from different sources as their primary research data. The interviews took place in both Finland and Denmark, facilitated either in-person or through an online platform between February and August 2023. The interviews were conducted by the first author either in Finnish or English. The selection of interviewees followed a multifaceted approach. Participants were approached through personal connections, and a snowballing technique was employed, where interviewees were asked to suggest potential participants. Additionally, a web search of publications that had made use of image data was conducted to identify and reach out to suitable candidates.

Table 1 provides an overview of the interviewees’ profiles. These participants encompass diverse fields within the SSH, with a majority specializing in cultural and media studies. As indicated by our recruitment process, visual data usage was most common in these disciplines. History domains were limited outside of the scope. Our interviewees also span a wide spectrum of work titles and seniority levels, ranging from doctoral students to full professors. Notably, every interviewee possessed a minimum of two years of experience in utilising images as research data, with the majority having more than five years of such experience. This broad sample enabled us to glean insights from scholars hailing from various academic backgrounds.

<table>
<thead>
<tr>
<th>Country</th>
<th>Finland (8), Denmark (6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Work organisation</td>
<td>University A (7), University B (4), University C (2), University D (1)</td>
</tr>
<tr>
<td>Discipline</td>
<td>Cultural and media studies (8), sociology (3), political studies (1), socio-cultural psychology (1), information studies (1)</td>
</tr>
<tr>
<td>Work title</td>
<td>Professor (2), associate professor (5), post-doctoral researcher (5), doctoral student (2)</td>
</tr>
<tr>
<td>Experience of image data use</td>
<td>2-5 years (5), 6-10 years (4), 11-15 years (3), over 15 years (2)</td>
</tr>
<tr>
<td>Interview format</td>
<td>Face-to-face (11), online (3)</td>
</tr>
</tbody>
</table>

Table 2. Profile of the interviewees. Number of participants in parentheses.

Prior to the interviews, informed consents were collected, and participants were provided with comprehensive project details and an outline of the data collection process. The overarching themes of the interviews were clarified, and interviewees were asked to prepare themselves to discuss about one recent research project in which they had employed image data. The interview questions encompassed initial background inquiries, delving into aspects such as the interviewees’ current status and research field. Subsequently, a modified version of the critical incident technique (Flanagan, 1954) was employed, prompting interviewees to describe
their utilisation of image data in recent research tasks. This approach facilitated the collection of narratives pertaining to critical incidents associated with image data usage. The questions were designed to revolve around three distinct themes: the characteristics of visual research data, information practices related to visual research data, and openness in the context of image data. While the interview guide is openly accessible (Late and Kumpulainen, 2024), it is worth noting that the interviews didn't strictly follow the order of the guide. Instead, the guide served as a comprehensive checklist, ensuring that all relevant topics were addressed during the interviews.

The interviews were audio-recorded and transcribed into text for the analysis. On average, each interview spanned approximately 68 minutes, resulting in a total of 15 hours and 50 minutes of recorded audio data. Furthermore, several interviewees displayed their research materials and provided demonstrations of their data practices and shared their publications and presentation materials where they had employed image data. This aided the researcher in gaining a deeper and more comprehensive understanding of the interviewees' research projects and their work practices.

Qualitative content analyses were executed using a combination of Atlas.ti software and Microsoft Excel. Initial coding was done by one scholar but later discussed with the research team to find consensus. This was done to avoid biases in the analyses. The analysis process involved a series of iterative readings of the interview transcripts, open coding, and selective coding, following the methodology outlined by Strauss and Corbin (1997). The initial step encompassed multiple readings of the data to establish familiarity. During this initial coding phase, all instances related to data sharing (n=87) were identified within the research data. For the purposes of this study, we define data sharing broadly by following the definition by Borgman (2012) as releasing of research data for the use of others. This definition can include any kind of data sharing and is not restricted to depositing data in repositories, for example.

Citations linked to data sharing were subsequently extracted from the Atlas.ti software and transferred to Excel for further coding and analysis that were done data driven. Links to the original data were retained to facilitate subsequent reference if necessary. Descriptive information concerning the critical incidents (research tasks) discussed during the interviews were traced and described to provide background information pertaining to the tasks in which image data were utilised (see Table 2). Quotations were selected from the interviews to illustrate the findings. If needed, quotations were translated from Finnish to English.

Results

Characteristics of research tasks

The interviewees were asked to talk about one recent or ongoing research project where they used digital images as research data. Central characteristics of the research tasks are presented in Table 2. Described research tasks varied according to their phase as some were already finalised and some were in earlier stages of the research process. This variation provided a rich description of the research process. Image data were collected from various sources, social media platforms being the most typical one. In several cases (n=6) images were collected from various sources. Most scholars used images as primary data, but some integrated images with other data types, such as interviews, other social media data or register data. For example, images could be used as a part of interviews to aid the discussion with the participants. A majority (n=9) of the interviewees applied qualitative approaches as quantitative or mixed methods were utilised less frequently. Quantitative methods concerned applying machine learning and computer vision methods to analyse the data.

Research tasks represented diverse research topics that were grouped into four categories. Projects on visual communication focused for example on how images were used as a part of digital communication in specific context or by some specific group of people. These studies usually utilise small size of image data sets from social media platforms and apply qualitative
methods. Projects on visual culture or visual representation studied how certain phenomenon have been visualised and how, for example, this could be automatically detected. These studies utilised various image sources and sizes and both qualitative and quantitative methods. Projects on visual practices looked at how images or other visual materials have been created. These projects used different image data sources, small and medium size data sets and combined images with different data types such as interviews. Finally, projects on visual development studied how visual appearance or use of visuals had changed over time. These studies relied on large data sets collected from different sources and quantitative methods.

<table>
<thead>
<tr>
<th>Task phase</th>
<th>Finalised (6), reporting (4), analysis (1), data collection (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image data sources</td>
<td>Social media images (15), internet images (3), digital publications (4), archival images (2), satellite images (1), corporate images (1), street art (1)</td>
</tr>
<tr>
<td>Size of image data set</td>
<td>Small 1-100 (4), medium 101-10000 (5), large 10000+ (5)</td>
</tr>
<tr>
<td>Purpose of image data use</td>
<td>As primary data (10), part of data (4)</td>
</tr>
<tr>
<td>Research methods</td>
<td>Qualitative methods (9), quantitative methods (2), mixed methods (3)</td>
</tr>
<tr>
<td>Research topics</td>
<td>Visual communication (5), visual culture/representation (5), visual practices (2), visual development (2)</td>
</tr>
</tbody>
</table>

Table 2. Characteristics of research tasks (n=14). Number of incidents in parenthesis.

Image data sharing
According to the interviews image data sharing is not a common practice. Only four interviewees had shared their data, four were about to share their data, and the rest (n=6) did not share their image data by any means. Interviewees’ data sharing was categorised into formal and informal data sharing. Formal data sharing means storing materials in data archives specialised in housing research data. None of the interviewees had yet shared their data formally, however, some (n=2) had plans to do so. In both cases where image data sharing was planned, qualitative methods were applied to analyse the data of medium size. However, sharing codes or derived data can take place for projects handling large amounts of data. Formal image data sharing requires careful planning from the very beginning of the research process and collecting informed consents from the participants.

We will share a certain share of the data that we have agreed that everyone will collect. We have agreed on how to do it, and we worked it out for a long time, and we came up with this. One participating university’s information security system, to which the material can be shared and through which the material can then be accessed. P14

Some scholars felt pressure for data sharing from the research funders side but none of them recognised pressure from journal data policies. Many interviewees using qualitative methods considered formal data sharing out of their reach and mainly as practice for sharing quantitative data.

If I would have a big, automatically collected data set and I would use only a part of it, then I would consider sharing it. It would be amazing to find an archive, where I could find image data that suits to my topics. P5

Informal data sharing means sharing data directly through personal networks. Four interviewees had shared their data informally and some (n=2) expressed willingness if someone would ask. Informal data sharing concerned projects that analysed small or medium size data with qualitative methods. Personal contacts were the key issue in this
type of data sharing as information needs appeared during conversations with colleagues, social media discussions and in conferences, for example. Interviewees often wanted to know who would be using the data and for what purposes. When sharing, scholars also explained how data was collected, how it was used and what were the limitations. They also expected acknowledgement of data collection but did not follow if the shared data was at the end used.

If anyone asks, we are happy to share it [the data set] with people who know what they’re doing and how to work with it. But to make it openly available is problematic. P12

Image data was shared informally by email or even by storing images to open Dropbox files, where anyone having the access could download data. Many scholars also received image data from their colleagues and from other personal networks.

I’ve also created some small databases consisting of different strongly themed stuff that people might be interested in. [...] I just keep it in the Dropbox. Then everyone can kind of have access to it. P1

Motivating factors for data sharing
Although image data sharing was not a common data practice, interviewees expressed various motivators for doing so. Motivations applied for both formal and informal data sharing. Expressed motivators were categorised into three groups presented in Figure 1 below.

First, supporting scientific community was seen as an important motivator for image data sharing. Data sharing was seen as a part of research collaboration. Some also recognised the lack of modern image research data preventing students to use image data for their thesis.

For students the situation would be very different if there would be data available for their theses. Of course, you can find some in museums, but if you want to have something more modern. P4

Promoting the open science agenda was also a clear motivator for data sharing. By open access more image data could be easily accessed. Many interviewees collected image data constantly (for example from social media) even if they did not know how or when to use it. Therefore, they might have large number of images that they did not use or analyse by themselves. Sharing data might possibly save efforts from others and provide credits from data stewardship for the data collector.

It [getting merits from data collection] would be definitely something attractive to
consider. [...] But in most cases I think it would be really helpful if just across academia, but also in other platforms, to have more openness of what one can do with those, because it’s a shame all the things that are lost because of gatekeepers all around. P7

Fulfilling research funders’ requirements was also seen as one motivator for data sharing. Many research funders recommend open data sharing and require scholars to provide data management plans. Data policies may motivate scholars to plan their data management in the future in a way that enables them to share their image data openly.

I think it’s possible if I have it in mind for a new project where I think from the beginning, I would like this [...] to be a shared [data set], and then from the beginning I would also keep different information more carefully about each image. P6

Impeding factors for data sharing
As most of the interviewees did not share their image data openly, they expressed various reasons for this. Expressed impeding factors were categorised into four groups presented in Figure 2 below.

Figure 2. Impeding factors for image data sharing.

Firstly, the qualities of the image data impeded data sharing. Images often included personal and/or sensitive data that could not be shared. Images were also very difficult or even impossible to anonymise which made sharing hard and time consuming.

We thought about it [data sharing], but then GDPR came. And after GDPR it’s not possible to share image data with people inside. P12

There should be only bananas and onions in the pictures so we could share them. [...] I hope that some solutions can be found, but right now it feels like there are just a lot of questions. P4

Many interviewees also thought that image data sharing was not even needed if images were collected from open sources. Thus, the data was openly available anyway for anyone to collect.
I might have some that are not anymore online, but I think that openness is also realized through the fact that it is public material. P2

Ownership of data was another factor hindering data sharing. In many cases scholars did not have permission to share image data or data sharing was prevented in the licence. For example, social media platforms or other sources where data was collected did not allow data sharing even when the data was openly available. Consent to share image data should be collected from various actors including persons in the images, the photographer and the organisation publishing the images. In many cases this was not possible.

Potentially there can be a confidential information in this material, so I'm not allowed to share it. [...] I have signed all sorts of consents that I will keep it private. I need to store it in a safe place. I can't share it with anyone but people who help me to analyse. P8

Some interviewees hesitated image data sharing because of their sense of authorship to the data. These feelings were mostly expressed by those using qualitative approaches. They felt that data collection was part of their intellectual work that they did not want to share with others.

Maybe it is possessive... especially if the data is small, and it's been terribly hard to put it together. Then I'd like to use it myself. Could someone else write about it? It would be a bit like that would be written from my point of view because that material is already collected from my point of view. P5

Lack of data stewardship also prevents data sharing. Sharing image data was considered as complicated and laborious. Additionally, interviewees perceived guidelines and support for image data sharing and data management incomplete or even missing. Many interviewees were insecure where to archive their image data if they were about to do so.

If I would anonymise image data from social media...I have no instructions how to do it. What metadata and image data I should delete? P4

Another reason preventing image data sharing was the fact that open sharing was not planned during the data collection phase. Data collection was not documented in a way that would allow data sharing to take place at the end of the project. Some interviewees explained that data sharing was not part of their data practice and they had not considered data sharing during their research project. One participant discussed about the usefulness of archiving small individually collected data sets. He preferred larger curated image collections for future research needs.

I don't think that these general archive dumps...well they might be useful but not in the long run. P14

Finally, image data was not shared because of research integrity. Research ethics and scholars' own values or stance were sometimes against image data sharing.

I don't want to repeat the fact that those [images] are circulating on some platform again [...]. I must do it in a way that I can stand behind it. It's somehow clear though. Some texts about research ethics have also been written, and I am really in line with it. P3

Interviewees also wanted to keep control of who could use their data and for what purposes. Sharing data that could end up for example for commercial or political uses was something interviewees wanted to prevent. Some scholars also expressed a lack of trust in data archives' abilities to monitor the data use according to the licence.

But I'm also constricted because I think some of the information that I'm actually able to retrieve, I'm not sure I want someone to have access to it. P9

Discussion
This study analysed image data sharing within the SSH. Our qualitative interview data shows that image data sharing is not an established research practice, and when it happens it is mostly done via informal means by sharing data.
through personal contacts. Indeed, scholars' social networks are important places for data sharing (Talja, 2002). This is an important observation since often only the formal data sharing is considered in open science policy (Reichmann, 2023; Thoegersen and Borlund, 2022). For instance, this could lead to open science and research support services aligning with the specifications of data archives and repositories rather than serving the preferences of researchers.

Informal data sharing can also be considered as information sharing characterized as a collaborative information behaviour (Talja and Hansen, 2006). Informal data sharing is not only about sharing the data itself but also practices related to data collection and use which is important especially when sharing qualitative data. When data is shared informally, researchers may have better control over who can use the data and for what purposes (Bishop and Gray, 2017). In formal data sharing, there is a fear of losing this control. Therefore, digital services should be designed to support scholars' work and collaboration practices that are socially constructed and develop much more slowly than technology does (Fry and Talja, 2007; Talja, 2002).

Although image data is rather rarely shared, scholars recognize various motivators for doing so. These motivators mostly relate to collegial and institutional issues. Kim and Adler (2015) witnessed the normative pressure for data sharing related to the collective expectation of the community. Our results also support findings from earlier studies (Jeng and He 2022; Zhu, 2019) that many researchers support the idea of open data, but they rarely share their own data. While the open science agenda was brought up in the discussions, scholars mainly consider data sharing for the benefit of the scholarly community, not for the larger public (see also Lilja, 2020). Research funders' data policies were seen as a motivating factor, and they might also shape the research practices in the future.

An important part of our findings concerns the impeding factors for sharing image data. These factors relate to the qualities of data, ownership of data, data stewardship, and research integrity. The results suggest that the data itself is a major factor influencing data sharing. Images often include personal or even sensitive data. For instance, if data sharing is prohibited by the GDRP or by the data license, sharing is not possible. Collecting consents from various actors is often challenging. Other studies have also discussed the strict interpretations of GDPR and copyrights in the European Union and their influences on data sharing (Lilja, 2020; Chawinga and Zinn, 2019). Rodrigues and Lopes (2022a) also point out that data life cycle models do not contemplate data security and privacy procedures as a main phase of data management although the issue is relevant in all cases where personal data is been processed.

Further, many scholars connected formal data sharing mostly with quantitative data. However, scholars handling large amounts of data did not share their data, because licenses prevented it. Indeed, ownership of big data might be clearer compared with smaller hand selected data sets. Sometimes scholars want to hold their ownership of the data or ownership is unclear (see also Jeng and He, 2022). Impeding factors related to data stewardship are often related to unclear situations. In fact, many scholars were unaware of how and where they could share their data. For example, anonymization of image data was seen as difficult or even impossible. Therefore, support and guidelines for image data sharing are desperately needed.

Luckily, development towards this direction has already taken place as a new metadata model and vocabulary have been recently developed for image data (Rodrigues and Lopes, 2022b). Providing such instruments helps researchers in their data management and saves time. However, research processes that are not always straightforward in SSH fields, may complicate data documentation making data sharing at the end of the project difficult or even impossible. Jeng and He (2022) argued that social scientists rarely receive formal training in data management or sharing. Yet, training, and open communication within the community are essential for research infrastructure development (Sendra et al., 2023). Data sharing can also be impeded because of research integrity issues as scholars carry great responsibility for the data they have
collected. Fear of misuse or misinterpretation has been recognized in earlier studies as well (Sayogo and Pardo, 2013). Scholars need to trust data archives’ abilities to secure responsible reuse of data (see also Bishop and Gray, 2017). Therefore, it is important to engage scholars in the development of digital research infrastructures (Foka et al., 2018).

As our sample of interviews was relatively small and included only some disciplines in the SSH it is likely that our results do not necessarily capture all issues around image data sharing. However, our results can provide an important beginning for the discussion about image data sharing as it is likely that the use of image data will increase in the SSH research. As most of our observations are consistent beyond image data, some concerning the qualities of data, ownership and data stewardship are more prevalent in image data. In many cases, image data sharing is not at the hands of the scholar, but legal issues prevent sharing. Support, guidelines and discussion around data management practices and ethical issues are surely needed. Thus, there is an urgent need for more research on data sharing considering a range of data types.

Conclusions
This paper provides the first insights into image data sharing within SSH. The results show that image data is rarely shared, and that sharing happens mostly via informal means relying on scholars’ personal contacts. By sharing image data informally scholars can control the access to the data and also share their research practices related to the data. Although data sharing is often considered more prevalent for bigger data sets, according to the findings image data sharing concerns mainly small or medium size data. Formal data sharing through data repositories is rare in the context of image data. Because open science agenda usually identifies only formal data sharing, further discussion about the importance of recognizing informal data sharing practices is needed.

Although scholars are often committed to supporting their scientific community and advancing open science, these ideals do not always realise in their data practices. Reasons for this concern the qualities of the data, ownership issues, data stewardship, and research integrity. For advancing openness to image data more support in the form of research infrastructures and guidelines is needed—but keeping the researchers’ needs in mind. This can be achieved by focusing on researching scholars’ visual data practices. This could yield a new understanding of how image data is collected and used and how open science practices should be applied in the context of image data.
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